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Abstract

The modes of discourse aid in comprehend-
ing the convention and purpose of vari-
ous forms of languages used during com-
munication. In this study, we introduce a
discourse mode annotated corpus for the
low-resource Bengali (also referred to as
Bengali) language. The corpus consists
of sentence-level annotation of three dis-
course modes, narrative, descriptive, and
informative of the text excerpted from a
number of Bengali novels. We analyze
the annotated corpus to expose various lin-
guistic aspects of discourse modes, such
as class distributions and average sentence
lengths. To automatically determine the
mode of discourse, we apply CML (clas-
sical machine learning) classifiers with n-
gram based statistical features and a fine-
tuned BERT (Bidirectional Encoder Rep-
resentations from Transformers) based lan-
guage model. We observe that fine-tuned
BERT-based model yields better results
than CML classifiers. Our created dis-
course mode annotated dataset, the first of
its kind in Bengali, and the evaluation, pro-
vide baselines for the automatic discourse
mode identification in Bengali and can as-
sist various downstream natural language
processing tasks.

1 Introduction

Discourse is the notion of conversation that is
expressed through language. Based on Web-
ber et al. (2012), discourse indicates the re-
lationship between states, events, or beliefs
manifested within one or multiple sentences
in a given mode of communication. Under-
standing discourse structures and identifying
relationships between various modes can help
downstream natural language processing tasks
including text summarization (Li et al., 2016),
question answering (Verberne et al., 2007),

anaphora resolution (Hirst, 1981), and ma-
chine translation (Li et al., 2014).
The modes of discourse, also referred to as

rhetorical modes, represent the variety, con-
ventions, and purposes of the dominant types
of language used in communication (both oral
and written). The discourse modes have high
importance while writing composition because
they attribute to several factors that would
affect the quality and coherence of a text.
The combination and interaction of various
discourse modes make a text organized and
unified (Smith, 2003). To give an example,
the writer may start an expressing an event
through narration, then provide details re-
garding using descriptive modes and establish
ideas with argument. Discourse modes have
also importance in rhetorical research as they
are closely related to rhetoric (Connors, 1981)
that provides guidelines for effectively express-
ing content.
Researchers categorized modes of discourse

into various categories (Rozakis, 2003; Song
et al., 2017; Dhanwal et al., 2020). Based
on Rozakis (2003), discourse modes can be
classified into four categories, narration,
description, exposition, and argument. Nar-
ration mode primarily focuses on governing
the progression of the story by presenting
and connecting events; exposition mode
instructs or explains; the argument aims to
provide a convincing or persuasive state-
ment; description tries to provide detailed
mentions of characters, objects, and scenery,
in a figurative language. Song et al. (2017)
categorized the mode of discourse into five
categories, narration, exposition, description,
argument and emotion expressing sentences in
narrative essays, while Dhanwal et al. (2020)
annotated discourse mode of short story into
argumentative, narrative, descriptive, dialogic
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and informative categories. Although a piece
of text can be labeled as a specific mode of
discourse, it is not uncommon to have text
snippets with multiple modes of discourse
Song et al. (2017) where one of them possesses
the dominant role.

Although discourse structure and mode
have a significant role in various downstream
natural language processing tasks, research
in this area is largely unexplored in Bengla.
Although Bengali is the 7th most spoken
language in the world 1, NLP resources are
scarcely available except few areas such as
sentiment analysis (Sazzed and Jayarathna,
2019; Sazzed, 2020) or inappropriate tex-
tual content detection (Sazzed, 2021a,b,c).
Regarding discourse analysis, only a lim-
ited number of works performed research
(Chatterjee and Chakraborty, 2019; Banerjee,
2010; Sarkar and Chatterjee, 2013; Das and
Stede, 2018; Das et al., 2020). However, to
the best of our knowledge, no study related
to automatic discourse mode identification
has been carried out yet. Thus, in this
study, we introduce an annotated dataset and
present a set of techniques for the automatic
identification of discourse modes.

Following the rough guidelines provided by
Smith (2003) and Dhanwal et al. (2020) for
discourse mode annotation, we manually cat-
egorize a dataset of 3310 sentences from Ben-
gali Novels into various discourse modes. The
sentences are annotated in three modes of dis-
course, narrative, descriptive and informative.
For automatic identification of the discourse
mode, we extract word n-gram based features
from the text and then employ several clas-
sical machine learning (CML) classifiers such
as logistic regression (LR), support vector ma-
chine (SVM), random forest (RF). In addition,
the transformer-based multilingual BERT lan-
guage model is leveraged and fine-tuned for
discourse mode determination. We observe
that the multilingual BERT model yields bet-
ter performance than the CML classifiers, al-
though the difference is not substantial com-
pared to LR or SVM.

1https://www.babbel.com/en/magazine/
the-10-most-spoken-languages-in-the-world

1.1 Contributions
The main contributions of this study can be
summarized as follows-

• We create a Bengali discourse mode cor-
pus by collecting and annotating texts
from a number of Bengali novels. Cur-
rently, no discourse mode annotated
dataset is available in Bengali; therefore,
a key contribution of this study is the de-
velopment of such a resource that is pub-
licly available for researchers 2.

• We analyze the annotated corpus to re-
veal attributes of text representing vari-
ous discourse modes.

• We employ CML classifiers with n-gram
based statistical features and a fine-tuned
pre-trained language model for automat-
ically identifying various modes of dis-
course.

2 Data Annotation and Collection
The data collection process starts with iden-
tifying a set of novels from Bengali litera-
ture. We select six 20th-century Bengali nov-
els েগালেমেল েলাক, পেথর পাঁচািল, আরণয্ক,পটাশগেড়র
জঙ্গ,নিńত নরেক, িহমু ) written by three famous
Bengali novelists, ’Shirshendu Mukhopad-
hyay’, ’Bibhutibhushan Bandyopadhyay’, and
’Humayun Ahmed’. Unlike English, the elec-
tronic versions (i.e., eBooks) of Bengali books
are hardly available as eBooks are not popular
among Bengali readers. Moreover, we notice
that most of the eBooks available in PDF for-
mat were created by scanning images of the
print versions; therefore, they are not suitable
for text extraction. We find a website that pro-
vides a set of Bengali fiction in EPUB format.
From there, we manually download the above-
stated six Bengali novels and extract the text
for annotation.
Three native Bengali speakers with

university-level education perform the anno-
tation. Annotating the mode of discourse in
a piece of text (i.e., sentence) is often chal-
lenging since a sentence may have multiple
modes, or the distinction is often not obvious.
Thus annotators are provided a set of online

2https://github.com/sazzadcsedu/
DiscourseBangla.git
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resources and guidelines from a number of
publications.
The discourse modes are selected based on

the existing works of Song et al. (2017) and
Dhanwal et al. (2020). Song et al. (2017) cate-
gorized modes of discourse into five categories,
narration, exposition, description, argument
and emotion in narrative essays, while Dhan-
wal et al. (2020) annotated discourse modes
into argumentative, narrative, descriptive, di-
alogic and informative categories. As our an-
notated content (i.e., excerpted sentences of
Bengali novels) are more similar to the content
(i.e., short stories) of Dhanwal et al. (2020),
our annotated discourse modes are more sim-
ilar to their annotation. However, we notice
that the presence of the argumentative mode
in a fictional novel is rare as instead of es-
tablishing any opinion, a novel tells a story
in chronological order. Besides, it is observed
that the dialogic category itself does not com-
prise any new mode. Instead, it echoes the
narrative or descriptive or other modes from
a third-person point of view; thus, we do not
include it as a separate mode.

2.1 Discourse Modes
In this study, the following three discourse
modes are considered for annotation.

Narrative: Narrative sentences relate to en-
tities performing particular actions, often in
chronological order as a part of storytelling.

Bengali: সবর্জয়া েছেলর কাĨ েদিখয়া অবাক হইয়া রিহল
English Translation: ”Sarvajaya was sur-

prised to see the boy’s actions”

Descriptive: Descriptive statements illus-
trate specific entities with some kind of de-
scription so that reader can imagine this in
his mind. It enables readers to visualize char-
acters, settings, and actions. For example, it
tells how entities look, sound, feel, taste, and
smell.

Bengali: একমাথা ঝাঁকড়া ঝাঁকড়া চুল, ভাির শাŀ,
সুńর েচাখমুখ, কুচকুেচ কােলা গােয়র রং।

English Translation: ”She has curly hair,
heavy, calm, beautiful eyes, and a sleek black
complexion”

Informative: Informative sentences provide
information regarding entities or circum-
stances.

Bengali: এটা পটাশগেড়র এক রাজা বািনেয়িছল।
English Translation: It was made by a

king of Potashgarh.

2.2 Annotation Task
The annotation guidelines consist of the for-
mal and informal descriptions of three differ-
ent types of discourse modes, examples of vari-
ous modes with the explanation, and examples
of co-occurrence of various modes with mode
dominance. Although the annotation is per-
formed at the sentence level, the annotators
are instructed to consider the surrounding sen-
tences to get a better idea about the context
of the sentence for better annotation. In case
of the presence of multiple modes in a sen-
tence, the annotators are asked to determine
the most dominant discourse mode based on
the provided guidelines and their own judg-
ment and label accordingly.

2.3 Annotation and Dataset Statistics
The final dataset consists of 3310 sentences
annotated by the three annotators, where two
annotators label all the sentences and the third
annotator acts only if there is any disagree-
ment between the first two annotators for any
case. Note that to include varied types of
events and description sentences are randomly
selected from the various sections of the nov-
els by annotators (around 50% by each of the
annotators). We observe an annotator agree-
ment of 0.78 based on a Cohen’s kappa (Co-
hen, 1960) for the label assignment between
the first two annotators.

Table 1: Statistics of various discourse modes in
the annotated corpus

Classifier #Sentence #Words/
Sentence

Narrative 2282 14.62
Descriptive 782 23.43
Informative 246 11.73

Table 1 depicts the distributions of various
modes of discourse in the annotated dataset.
As shown in Table 1, the annotated dataset
is class imbalanced. We notice that the most
dominant mode in the novels is narrative since
the progression of a novel involves a lot of nar-
rative events. Overall, almost 70% of the sen-
tences in the annotated corpus represent nar-
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rative mode. The descriptive mode has 782
instances, while the informative mode is less
prevalent and has only 246 samples.
We observe that the most frequently co-

occurring modes are narrative and descriptive,
as often chronological events are described
with some details. We find that over 20% of
narrative sentences convey description to some
extent. This observation is consistent with the
findings of Song et al. (2017). In the presence
of multiple discourse modes within the same
sentence, it is often challenging to identify the
dominant one.
As seen by Table 1, the average sentence

lengths of different discourse modes vary to
some extent. For example, the lengths of the
sentences representing the descriptive mode
are much higher than the other two modes.
A higher length of descriptive sentences is ex-
pected since they elucidate particular entities
or events with some details.

3 Machine Learning Based
Approaches

3.1 Classical ML Classifier
We employ four classical supervised ML clas-
sifiers: logistic regression (LR), support vec-
tor machine (SVM), random forest (RF), and
extra trees (ET) for determining the modes of
the discourse of sentences. For SVM, we apply
all three types of kernels, linear, polynomial,
and Gaussian radial basis function (RBF). We
find the linear kernel performs best for our
classification problem (reported results).
The word n-gram features are utilized as in-

put for the CML classifiers. An n-gram is a
contiguous sequence of n items from a piece of
text. We extract the word-level unigrams and
bigrams from the text, compute corresponding
tf-idf scores, and then feed those values to the
CML classifiers.
For the CML classifiers, the default pa-

rameter settings of the scikit-learn (Pedregosa
et al., 2011) library are used. A class-balanced
weight is set for all CML classifiers.

3.2 Deep Learning Based Classifier
The transformer-based pre-trained contextual
embedding such as BERT (Devlin et al., 2019)
and RoBERTa (Liu et al., 2019) have achieved
state-of-the-art results in various text classi-

fication tasks with limited labeled data. As
these language models have been trained with
a large amount of unlabelled data, they pos-
sess contextual knowledge; thus, fine-tuning
them utilizing a small amount of problem-
specific labeled data can attain satisfactory re-
sults.
BERT utilizes the transformer architec-

ture to learn contextual relationships between
words (or sub-words) in a piece of text. Be-
fore feeding text sequences into BERT, 15% of
the words in each sequence are replaced with
a [MASK] token. The BERT model then tries
to infer the original value of the masked words
utilizing the contextual meaning provided by
the surrounding non-masked words present in
the sequence.
The multilingual BERT (M-BERT) (De-

vlin et al., 2019) is the multilingual version
of BERT, which was pre-trained with the
Wikipedia content of 104 languages (Bengali
is one of them). It consists of twelve-layer
transformer blocks where each block contains
twelve head self-attention layers and 768 hid-
den layers that result in approximately 110
million parameters.

3.2.1 Fine Tuning
We fine-tune M-BERT for categorizing sen-
tences into the three classes, narrative, de-
scriptive, informative. Since this is a classi-
fication task, we utilize the classification mod-
ule of the M-BERT. The hugging face library
(Wolf et al., 2019) is used to fine-tune M-
BERT.
Since the initial layers of M-BERT only

learn very general features, we keep them un-
touched. Only the last layer of the M-BERT
is fine-tuned for our binary-level classification
task. We only add one layer on top of the
M-BERT for classification that acts as a clas-
sifier. We tokenize and feed our input training
data to fine-tune M-BERT model; Afterward,
the fine-tuned model is used for classifying the
testing data.
A mini-batch size of 8 and a learning rate

of 4*10 -5 are used. The validation and train-
ing split ratio is set to 80% and 20%. The
model is optimized using the Adam optimizer
(Kingma and Ba, 2014), and the loss param-
eter is set to sparse-categorical-cross-entropy.
The model is trained for 3 epochs with early
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Table 2: Performance of various approaches for discourse mode prediction

Type Classifier Narrative Descriptive Informative
F1/Acc. F1/Acc. F1/Acc.

LR 0.8857/0.9708 0.6796 /0.5896 0.064/0.0333
SVM 0.8739/0.9787 0.6126/0.4909 0.0328/0.0167

CML RF 0.8433/0.9911 0.3773/0.2416 0.0165/0.0083
ET 0.8458/0.9938 0.4/0.2571 0.0328/0.0167

DL Multilingual 0.912/0.957 0.66/0.6875 0.0468/0.024
BERT

Table 3: An example of the confusion matrix yielded by the LR classifier

Class Narrative Descriptive Informative
Narrative 2213 69 0

Descriptive 337 438 7
Informative 184 50 12

stopping enabled.

3.3 Evaluation Settings
To evaluate the performances of various ap-
proaches, 5-fold cross-validation is applied.
The 5-fold cross-validation split the dataset
into 5-mutually independent subsets. It con-
sists of 5 iterations; in each iteration, one of
the new subsets is used as a testing set, and
the other two subsets are used as a training
set.
The F1 score and accuracy of all three

classes are reported separately. The F1
score of each class is computed based on its
precision and recall scores. Let c represents
a particular class and c′ refer to all other
classes. The TP, FP, and FN for the class c
are defined as follows-
TP = both true label and prediction refer a
sentence to class c
FP = true label of a sentence is class c′, while
prediction says it is class c
FN = true label marks a sentence as class c,
while prediction refers to it class c′

4 Results and Discussion
Table 2 provides the F1 scores and accu-
racy of various CML-based classifiers and
transformers-based M-BERT model for dis-
course mode identification.
The results reveal that all the four CML

classifiers, LR, SVM, RF, and ET, yield high
performance for the narrative class prediction;

they achieve F1 scores between 0.84-0.89 and
an accuracy of around 97%. For the descrip-
tive class prediction, LR and SVM perform
better than the RF and ET; they obtain f1
scores over 0.60 compared to 0.4 scores of de-
cision tree-based classifiers. However, we ob-
serve that for informative class prediction all
the classifiers perform poorly.
We observe that the performances of CML

classifiers are affected by the class distribu-
tion of the dataset. Since the narrative class
contains close to 70% of the instances in the
dataset, the classifiers are biased towards it
(Table 3). All the CML classifiers fail to pro-
vide an acceptable level of performance for the
minor informative class even after using class-
balanced weights. We also employ SMOTE
(Chawla et al., 2002) oversampling techniques
for class balancing; however, we do not notice
any noticeable performance improvement us-
ing SMOTE.
The transformer-based multilingual lan-

guage model yield slightly better performance
than the CML classifiers. For the dominant
narrative class, it attains an f1 score of 0.912.
For other classes, it obtains similar f1 scores
of the LR and SVM, around 0.67 and 0.05, re-
spectively. It is noticed that all the classifiers
perform poorly for the minor informative class
prediction.
The results suggest that the transformer-

based multilingual BERT model can be effec-
tive for discourse mode classification in Ben-
gali text. Although we do not notice signif-
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icant improvement compared to CML clas-
sifiers in this study, it could be attributed
to limited labeled data. With more labeled
data incorporated, the improvement could be
higher ( transformer-based models have shown
state-of-the-art performances for various NLP
tasks across languages). Low resource lan-
guage such as Bengali suffers from data anno-
tation issues, as there are not enough resources
to create a large labeled dataset. Thus, incor-
porating a pre-trained model can help address
the scarcity of annotated data in the Bengali
language to some extent.

5 Summary and Future Work
In this study, we introduce a corpus consisting
of sentences level annotation of various modes
of discourse. The corpus consists of excerpted
text from Bengali novels annotated with three
different discourse modes: narrative, descrip-
tive and informative. We provide details of
the annotation procedure, such as annota-
tion guidelines and annotator agreements, and
investigate the characteristics of various dis-
course modes. Finally, we employ CML and
deep learning-based classification approaches
for automatic discourse mode identification.
We observe that transformer-based fine-tuned
language models yield the best performance.
Our future work will expand the size of the
corpus and demonstrate the usefulness of dis-
course mode annotated data for downstream
tasks such as automated essay scoring and
sentiment analysis in the low-resource Bengali
language.
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