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Abstract

Over the years, there has been a slow but steady
change in the attitude of society towards dif-
ferent kinds of sexuality. However, on social
media platforms, where people have the license
to be anonymous, toxic comments targeted at
homosexuals, transgenders and the LGBTQ+
community are not uncommon. Detection of
homophobic comments on social media can be
useful in making the internet a safer place for
everyone. For this task, we used a combination
of word embeddings and SVM Classifiers as
well as some BERT-based transformers. We
achieved a weighted F1-score of 0.93 on the
English dataset, 0.75 on the Tamil dataset and
0.87 on the Tamil-English Code-Mixed dataset.

1 Introduction

Human beings have constantly tried to create an
identity for themselves, and with the world becom-
ing increasingly progressive, they have more free-
dom of choice in many spheres of life, including
gender expressions and sexuality.(Cederved et al.,
2021) However, the understanding of these con-
cepts continues to gradually evolve, and despite
various major social advancements in the last few
years, LGBTQIA+ people face discrimination on
the grounds of sexual orientation and gender iden-
tity.

Although social media has provided this minor-
ity with a platform to express themselves by shar-
ing their experiences and build a strong, healthy
community, there has been an increasing amount
of general toxicity on the internet (Craig and Mcln-
roy, 2014). There has also been a spread of trans-
phobic and homophobic comments through these
online forums, due to the easy access to anonymity
they provide, which ensures that these violators
are never held accountable(Mclnroy and Craig,
2015)(Gamez-Guadix and Incera, 2021).

The need for the detection and filtering of such
acerbic content in user-created online content is
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thus at an all-time high. However, the manual
detection and flagging of certain words might be
time-consuming and ineffective in the long run.
The tendency of Tamil speakers to use code-mixed
transliterated text also poses a challenge to the task.

In this paper, we examine various approaches
for the classification of Tamil code-mixed com-
ments into three categories, namely, Homophobic,
Transphobic and Non-anti-LGBT+ content as a part
of the shared task Homophobia/Transphobia De-
tection @ LT-EDI-ACL2022 (Chakravarthi et al.,
2022a).

After tackling the data imbalance using sampling
techniques, feature extraction using count vector-
izer and tf-idf was done along with various classi-
fiers. Another approach involved the usage of trans-
former models to classify the text. The same has
also been analysed for English and Tamil datasets.

The remainder of the paper is organized as fol-
lows. Section 2 discusses related works according
to this task. Section 3 analyses the given datasets.
Section 4 outlines the methodology followed for
the task. The results are presented in Section 5 and
finally, a conclusion is delivered.

2 Related Work

The first formal defense of homosexuality was pub-
lished in 1908 (Edsall, 1908). The 20th century
witnessed many ups and downs in the progress
of social acceptance of sexual minorities. Var-
ious studies on the existence of different sexu-
alities have been conducted such as (Ventriglio
and Bhugra, 2019), (Francis et al., 2019), (Trinh,
2022) and (Kiesling, 2019), and it has been ob-
served that there has been a positive shift in the
attitude of the general public towards homosexu-
ality (Cheng et al., 2016) (Mathews et al., 1986).
More recently, the LGBTQ+ movement has picked
up and has gained many followers through social
media. Several people have worked on the task
of using machine learning to identify and filter
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out hurtful comments, thus aiding in the battle
against homophobic/transphobic sentiments. Some
of the early works in this field include (Mandl et al.,
2020) and (Diaz-Torres et al., 2020), in which of-
fensive language is identified in multiple Indian
languages as well as some foreign languages. In
(Pereira, 2018), homophobia was predicted in Por-
tuguese tweets using supervised machine learning
and sentiment analysis techniques. A wide range
of techniques was utilised in this study, some of
which include Naive Bayes, Random Forest and
Support Vector Machines. The models were com-
bined using voting and stacking, with the best re-
sults being obtained through voting using 10 mod-
els. (Chakravarthi et al., 2021) presents an expert-
labelled dataset and various machine learning mod-
els for the identification and classification of Homo-
phobia and Transphobia in multilingual YouTube
Comments. In (Chakravarthi et al., 2022b), sen-
timent analysis and offensive language detection
were performed for Dravidian languages in code-
mixed text, which are super-sets of the Homopho-
bia/Transphobia detection task. In this paper, an
experimentation of a number of machine learning
algorithms such as SVM, MNB, KNN, Decision
Tree, Random Forest and some BERT-based trans-
formers, was done.

In our work, we have put forward a comparison
of some of the most popular models for this area
of research and estimated the top three models for
each language in the datasets given for this task.

3 Dataset Analysis and Preprocessing

Category English | Tamil | Tamil-English
Homophobic 276 | 123 465
Transphobic 13 233 184
Non-anti-LGBT+ content | 4657 | 3205 5385
Total 4946 | 416l 6034

Table 1: Data distribution of training dataset

The three datasets given for this Homopho-
bia/Transphobia Detection task are sets of com-
ments from social media platforms, primarily
YouTube, with the data given in the languages En-
glish, Tamil and Tamil-English code-mixed. The
comments in these datasets are classified into one
of these three categories - Homophobic, Transpho-
bic and Non-anti-LGBT+ content. Table 1 outlines
the data distribution of each training dataset. Most

of the comments in these datasets do not extend
beyond a single sentence and the average number
of sentences in each comment is close to 1.

All three datasets are highly imbalanced with re-
spect to the categorisation classes. Considering this
imbalance in the data distribution, it is expected
that training a model on these datasets would give
rise to a bias in the predictions towards the dom-
inant category class in each dataset. Figure 1 il-
lustrates the highly disproportionate distribution of
data in each of the given datasets.
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Figure 1: Graphical representation of data distribution

The given raw datasets may contain inconsisten-
cies in their data or may contain unnecessary data.
Before feeding the data to the required algorithm,
it is therefore important to clean the datasets. This
cleansing of the datasets is carried out by removing
punctuation, special characters and excess words
that semantically contribute nothing to the overall
mood of each comment.

4 Methodology

As part of our experimental setup, various classifier
models were applied to the processed data after
extracting the necessary features from it. For each
dataset, three models that worked best for the lan-
guage under consideration were chosen to predict
the classification results for comments collected in
that language.

For reference, the models under consideration
for the English dataset have been listed in Table 6
and Table 7 along with their performance on the
development data. Similarly, the performance of
the models for the Tamil dataset has been tabulated
in Table 8 and Table 9, and their performance on
the Tamil-English dataset has been illustrated in
Table 10 and Table 11.
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Feature Classifier | Precision | Recall | F1-score | Accuracy
Count vectorizer SVM 0.51 0.38 0.40 0.93
Indo Aryan XLLM R-Base transformer SVM 0.53 0.39 0.42 0.93
Average_word_embeddings_glove_6B_300d | SVM 0.54 0.40 0.44 0.94

Table 2: Performance of the proposed approach of English text using dev data

Feature Classifier | Precision | Recall | F1-score | Accuracy
Count vectorizer SVM 0.86 0.66 0.73 0.89
TF-IDF SVM 0.88 0.84 0.86 0.94
Transformer monsoon-nlp/tamillion | - 0.56 0.60 0.58 0.90

Table 3: Performance of the proposed approach of Tamil text using dev data

4.1 Embedding

Embedding is used to encode the meaning of words
in a text by transforming them into real-valued
vectors. After successful embedding, words with
similar meanings are found to be grouped together.
For this task, we experimented using some BERT-
based sentence transformer models and word em-
beddings.

4.2 Feature extraction

A feature is a unique property of a text by which it
can be measured or quantified. Feature extraction
helps to reduce the complexity of dataset on which
a model is to be trained. Numeric encoding of the
text is done as a part of this process.

4.2.1 Feature extraction using Count
vectorizer

The Count Vectorizer is used to tokenize a set of
texts by converting the collection of texts to a vector
of token counts. The strategies of tokenization,
counting and normalization are together called as
the n-gram representation.

4.2.2 Feature extraction using TF-IDF

TF-IDF, which stands for term frequency-inverse
document frequency, is a method of quantifying
a sentence based on the words in it. Each row is
vectorized using a technique in which a score is
computed for each word to signify their importance
in the text. The score for commonly used words
is decreased while the score for rare words is in-
creased.

4.3 Models applied

Some models that we experimented on for this
task include Classifiers such as SVM, NLP, ran-
dom forest and K-nearest neighbours, and some
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simple transformers like LaBSE, tamillion and In-
dicBERT. These experiments were conducted for
English, Tamil and Tamil-English code-mixed data.
The best models observed were selected to generate
the performance scores for the data sets.

5 Observations

It was found that certain models or combinations
of models outperform others for each dataset under
scrutiny. The performance results for each chosen
model are presented in the tables given below.
This task is evaluated on the macro averages of
three performance metrics - Precision, Recall and
F1-score. The scores achieved for this Homophobia
Detection task are tabulated below in Table 5.

5.1 English dataset

After the required features were extracted, they
were trained with different machine learning mod-
els. The models were then evaluated using the
development data. The performance of the cho-
sen models on the development data of the English
dataset is depicted in Table 2.

Our submission secured the 11th rank in Task
B, i.e., Homophobia/Transphobia Detection on an
English dataset. Our model procured a macro F1-
Score of 0.37 and a weighted F-score of 0.93.

5.2 Tamil dataset

After the required features were extracted, they
were trained with different machine learning mod-
els. The models were then evaluated using the
development data. The performance of the cho-
sen models on the development data of the Tamil
dataset is depicted in Table 3.

Our submission secured the 9th rank in Task
B, i.e., Homophobia/Transphobia Detection on a



Feature Classifier | Precision | Recall | F1-score | Accuracy
Count vectorizer SVM 0.71 0.44 0.48 0.90
TF-IDF SVM 0.67 0.54 0.58 0.89
Transformer setu4993/LaBSE | - 0.70 0.50 0.55 0.90

Table 4: Performance of the proposed approach of Tamil-English text using dev data

Dataset Accuracy| macro macro | macro Weighted | Weighted | Weighted | Rank
Precision | Recall | Fl-score | Precision | Recall F1-score

English - 0.93 0.48 0.37 0.39 0.91 0.93 11

Tamil 0.77 0.55 0.47 0.50 0.74 0.77 0.75 9

Tamil-English | 0.89 0.66 0.43 0.47 0.87 0.89 0.87 9

Table 5: Performance scores for the Homophobia Detection task

Tamil dataset. Our model procured a macro F1-
Score of 0.50 and a weighted F-score of 0.75.

5.3 Tamil-English dataset

After the required features were extracted, they
were trained with different machine learning mod-
els. The models were then evaluated using the
development data. The performance of the cho-
sen models on the development data of the Tamil-
English code-mixed dataset is depicted in Table 4.

Our submission secured the 9th rank in Task
B, i.e., Homophobia/Transphobia Detection on a
Tamil-English code-mixed dataset. Our model pro-
cured a macro F1-Score of 0.47 and a weighted
F-score of 0.87.

5.4 Inferences

It is observed that each of the datasets is not very
large and therefore, the number of training sam-
ples is limited. Almost all the classifier and trans-
former models used made highly accurate predic-
tions on the English dataset. For the Tamil and
Tamil-English code-mixed datasets, there is a sig-
nificant variation in the performances of the differ-
ent models used. It is evident that the SVM and
MLP classifier models have similar good accuracy
rates after performing some feature extraction, with
SVM having a slight edge over MLP. The overall
performance of the TF-IDF model is found to be
slightly higher than that of the count vectorizer
model. For the datasets with Tamil text, sentence
transformers pre-trained for multilingual texts per-
formed well. The LaBSE model was found to work
particularly well for Tamil text. In summary, the
SVM classifier model and the LaBSE transformer
model yielded the best results for this classification
task.

Conclusion

In this study, we have presented a comparison of
different models for the LT-EDI-ACL 2022 shared
task on homophobia detection. It was observed
that average word embeddings along with the SVM
Classifier worked the best for English text and that
a combination of the tf-idf vectorizer and the SVM
Classifier performed well on Tamil text. A lan-
guage agnostic model called LaBSE worked best
for Tamil-English code-mixed text. These results
can further be improved by using suitable embed-
dings for each model and employing better prepro-
cessing techniques.
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