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Abstract
We attended the EvaHan2022 ancient Chinese word segmentation and Part-of-Speech (POS) tagging evaluation. We regard the
Chinese word segmentation and POS tagging as sequence tagging tasks. Our system is based on a BERT-BiLSTM-CRF model
which is trained on the data provided by the EvaHan2022 evaluation. Besides, we also employ data augmentation techniques
to enhance the performance of our model. On the Test A and Test B of the evaluation, the Fi scores of our system achieve

94.73% and 90.93% for the word segmentation, 89.19% and 83.48% for the POS tagging.
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1. Introduction

Ancient Chinese (a.k.a. classical Chinese) is a writ-
ten language of Chinese used widely around 1000 BC
to 221 BC. Most of the ancient Chinese records are
written in classical Chinese. The classical Chinese is
different from modern Chinese in several aspects, in-
cluding wording and syntax. In order to study ancient
Chinese automatically, classical Chinese word segmen-
tation and Part-of-Speech (POS) tagging are of high re-
search values.

Compared with the research on word segmentation and
POS tagging of modern Chinese, the corpus of ancient
Chinese with label is insufficient. The evaluation of
EvaHan2022 provides a set of labeled corpus selected
from the Zuozhuan corpus (Chen, Xiaohe, et al., 2017)
and a pre-trained model called SikuBERT
2021) which is trained based on ancient Chinese cor-
pus.

We build an end-to-end ancient Chinese word segmen-
tation and POS tagging system based on SikuBERT
and attended the EvaHan2022 evaluation. We train our
model on the given corpus. To ease the shortage of
the labeled corpus, we employ data augmentation tech-
niques. On the Test A and Test B of the evaluation, the
F scores of our system achieves 94.73% and 90.93%
on the word segmentation, 89.19% and 83.48% on the
POS tagging.

Our codes and results are available at https://
github.com/YanzhiTian/EvaHan-2022.

2. Method

2.1. Model

We regard the word segmentation and POS tagging as
sequence tagging tasks. BILSTM-CRF is a well known
sequence tagging model, in which the BiLSTM layers
utilize both past and future input features efficiently,

*

Corresponding author.

and the CRF layer reduces the possibility of the appear-
ance of the illogical output tagging sequence (Huang et
ll., 2015). BERT(Devlin et al., 2018) is a pre-trained
model and it is proved that the fine-tuning BERT-CRF
model performances well on NER which is also a se-
quence tagging task (Souza et al., 2019). Here we apply
the BERT-BiLSTM-CRF model.

In our system, we use the final output of SikuBERT as
the input of the BILSTM layer. We use dropout
[vastava et al., 2014)) to avoid overfitting and a linear
layer to project the BILSTM features to a lower dimen-
sion which corresponds to the input of CRF layer. The
architecture of our model is shown in Figure [T}
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Figure 1: The architecture of our model.

2.2. Data

Our end-to-end model jointly handles the word seg-
mentation and POS tagging which avoids the error
propagation in the cascade model. We design a series
of taggings including both word segmentation informa-
tion and POS information. For example, the tagging
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“b-n” refers to the beginning of a word segment and
noun POS, the tagging “i-n” refers to the middle or end
of a word segment and noun POS. We have 47 kinds of
tagging (including [PAD], [CLS] and [SEP]) in total.
An example of tagging is shown in Figure [2] the first
row is the raw sentence, the second row is the tagging
sequence in raw training set and the third row is the
tagging sequence after processing.

£ R [ 2] &][w]7F].
/nr /N /nr /W
fo-nr | finr | Jienr | /o-v [ 7o-nr | Zienr | /b-w

Figure 2: An example of tagging.

2.3. Data Augmentation

We use data augmentation to ease the shortage of the
labeled data and to enhance the performance of the
model. Our strategy of data augmentation is to mask
several words with a special token [MASK] dynami-
cally. Before the sequence is input into the model, our
system will generate a boolean array randomly to mask
the words in the sequence.

Our motivation is that the model predicts tagging se-
quence harder compared with modern Chinese because
a specific word in ancient Chinese are more variation of
semantics corresponding to different kinds of POS tag-
ging. Using our data augmentation method, the model
can inference taggings from other taggings in the con-
text instead of its word token which means the model
can learn information from the sentence structure such
as the sequence of POS tagging.

The mask rate should be chosen carefully. An appro-
priate mask rate will make the model has better per-
formance. However a larger mask rate will reduce the
performance of the model.

3. Experiments

We only use Zuozhuan_Train dataset which is provided
by the EvaHan2022 evaluation to train our model. To
evaluate the performance of our model, we shuffle the
dataset and sample 900 sentences randomly to con-
struct a validation set, the rest of the data to construct
training set. The hyper-parameters of our model are
shown in Table[Il

Hyper-parameter Value
Learning rate 0.01
Batch size 64
Hidden dimension 2 x 512
LSTM layers 2
Dropout rate 0.5
Mask rate 0.2

Table 1: The hyper-parameters of our model.
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The max sequence length of SikuBERT is 512(includ-
ing [CLS] and [SEP]). We truncated the sentence by
punctuation and kept the length of the sentence smaller
than 512.

3.1.

In our system, the optimizer is Adam and the loss func-
tion is negative log likelihood calculated in the CRF
layer. In the training step, we froze the parameters of
BERT to make sure the error will not pass to the BERT
layer in backpropagation because the size of our train-
ing set is much smaller compared with the size of the
data used in the pre-training. This method can accel-
erate the convergence of model and make the training
easier.

Training

3.2. Ablation Study

We trained 4 models with different settings including
BERT-Linear, BERT-CRF, BERT-BiLSTM-CRF and
the Deeper Model. We also tested the mask rate of
0.2 and 0.3 on the BERT-BiLSTM-CRF model respec-
tively. The results of these models on the validation set
are shown in Table 2]

Compared with the BiLSTM-CRF model(Cheng et
al., 2020), our BERT-BiLSTM-CRF model uses Siku-
BERT which is pre-trained on large scaled ancient Chi-
nese corpus. We freeze the parameters of SikuBERT
and use the final output as word embedding. The Siku-
BERT eases the shortage of the labeled corpus. Using
data augmentation can introduce noises into data which
is helpful to enhance the performance of the model and
avoid overfitting.

The Deeper Model is a BERT-BiLSTM-Transformer
Encoder-BiLSTM-CRF model. We evaluated the per-
formance of the Deeper Model on the validation set in
each epoch. The F} scores of the Deeper Model (solid
lines) and BERT-BiLSTM-CRF model (dashed lines)
of word segmentation and POS tagging in each train-
ing epoch are shown in Figure[3] The final F; scores of
the Deeper Model are shown in Table [2]

It can be found that the F} scores of the Deeper Model
get close to the final F scores of BERT-BiLSTM-CRF
model after about 50 epochs. However the BERT-
BiLSTM-CRF model reaches the final F} score only
after about 10 epochs which means the convergence of
the Deeper Model is slower than BERT-BiLSTM-CRF
model.

We evaluated the mask rate parameter with 0.2 and 0.3
on the validation set. As illustrated in Table[2] the eval-
uation results show that the mask rate with 0.2 performs
better than 0.3. We use 0.2 as the mask rate parameter
in our system.

4. Results

We evaluated our system on Test A and Test B closed
modality tests of EvaHan2022 using BERT-BiLSTM-
CRF model with data augmentation. The size and
source of testing sets are shown in Table



Model

WS

POS Tagging

P R F P R o
BERT-Linear 93.08 92.97 93.04 84.97 84.87 84.92
BERT-CRF 93.13 93.02 93.08(+0.04) 8527 85.17 85.22(+0.3)
BERT-BILSTM-CRF (w/o DA) 9424 9449 9437(+1.33) 88.42 88.65 88.53(+3.61)
BERT-BiLSTM-CRF (MR=0.2) 94.43 9435 94.39(+1.35) 8828 88.20 88.24(+3.32)
BERT-BiLSTM-CRF (MR=0.3) 93.60 9436 93.98(+0.94) 87.12 87.84 87.48(+2.56)
The Deeper Model (MR=0.2) ~ 94.40 9430 94.35(+1.31) 87.52 87.42 87.47(+2.55)

Table 2: The precision(P), recall(R) and F} scores (%) of different models with different settings (without Data
Augmentation (DA) and with different Mask Rates(MR)) on our validation set.
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Figure 3: The F} scores (%) of BERT-BiLSTM-CRF
model and the Deeper Model on validation set in each
epochs.

Dataset Sour Word Char
atascts ources Tokens Tokens
Test A ZuoZhuan 28K 33K
. Other similar
Blind ancient Chinese 40K 50K
Test B

Book

Table 3: The size and sources of test sets.

To verify the impact of data augmentation, we evalu-
ated the performance of BERT-BiLSTM-CRF model
without data augmentation. We also evaluated the per-
formance of the Deeper Model to check the difference
with other models. The results are shown in Table @]
and Table[3

As shown in Table[d] and Table[5] the system with data
augmentation achieves better performance on the POS
tagging task: the F} scores are higher than the system
without data augmentation by 1.79%, 2.41% on Test
A and Test B respectively. However the effect of data
augmentation for word segmentation is not significant.
The system F}j score is 1.05% higher than the system
without data augmentation on Test A but is lower on
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Test B by 0.50%.

Compared with the widely used datasets on modern
Chinese word segmentation and POS tagging, the size
of the Zuozhuan(1.7M) dataset is similar to the size of
PKU(1.1M) and MSRA(2.4M) dataset(Emerson, 2005)
on word segmentation, however it is much smaller than
the size of CTB5(4.9M) dataset(Xue et al., 2005) on
POS tagging. So the improvement of data augmenta-
tion on POS tagging is more obviously than word seg-
mentation.

Our detailed analysis shows that the most error of our
system in the POS tagging comes from that our model
can not distinguish the noun category including n, nr
and ns representing common noun, person entity and
location entity respectively.

The results also show that all the F scores of the
Deeper Model are lower than our system.

5. Conclusion and Future Work

In this paper, we implement an end-to-end ancient Chi-
nese word segmentation and POS tagging system. We
also propose a data augmentation method by masking
words in the data using a special [MASK] token in this
task. The results show that using data augmentation en-
hances the performance of BERT-BiLSTM-CRF model
on ancient Chinese word segmentation and POS tag-
ging. On Test A and Test B of testing data, our sys-
tem achieves 94.73% and 90.93% F? scores on word
segmentation, 89.19% and 83.48% F3 scores on POS
tagging.

In the future we plan to import an entity recognition
module to improve hard POS taggings like n, nr and
ns.
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