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Abstract
The performance of hate speech detection models relies on the datasets on which the models are trained. Existing datasets are
mostly prepared with a limited number of instances or hate domains that define hate topics. This hinders large-scale analysis
and transfer learning with respect to hate domains. In this study, we construct large-scale tweet datasets for hate speech
detection in English and a low-resource language, Turkish, consisting of human-labeled 100k tweets per each. Our datasets are
designed to have equal number of tweets distributed over five domains. The experimental results supported by statistical tests
show that Transformer-based language models outperform conventional bag-of-words and neural models by at least 5% in
English and 10% in Turkish for large-scale hate speech detection. The performance is also scalable to different training sizes,
such that 98% of performance in English, and 97% in Turkish, are recovered when 20% of training instances are used. We
further examine the generalization ability of cross-domain transfer among hate domains. We show that 96% of the performance
of a target domain in average is recovered by other domains for English, and 92% for Turkish. Gender and religion are more
successful to generalize to other domains, while sports fail most.
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1. Introduction

With the growth of social media platforms, hate speech
towards people who do not share the same identity
or community becomes more visible (Twitter, 2021).
Consequences of online hate speech can be real-life vi-
olence against other people and communities (Byman,
2021). The need to automatically detect hate speech
text is thereby urging.
Existing solutions to detect hate speech mostly rely on
supervised scheme, resulting in a strict dependency on
the quality and quantity of labeled data. Most of the
datasets labeled by experts for hate speech detection
are not large in size due to the labor cost (Poletto et al.,
2021), causing a lack of detailed experiments on model
generalization and scalability. Indeed, most studies on
hate speech detection report high performances on their
test sets, while their generalization capabilities to other
datasets can be limited (Arango et al., 2019). More-
over, existing datasets for hate speech detection are
very limited for low-resource languages such as Turkic
languages (Poletto et al., 2021). We thereby construct
large-scale datasets for hate speech detection in English
and Turkish, consisting of human-labeled 100k tweets
per each and compare the performance of state-of-the-
art models on these large-scale datasets.
Hateful language can be expressed in various topics
(we refer to topics as hate domains). Hate domains
vary depending on the target group. For instance,
misogyny is an example of the domain of gender-based
hatred. Existing studies mostly do not consider various
domains explicitly. They also investigate hate speech
in terms of an abstract notion including aggressive lan-
guage, threats, slurs, and offenses (Poletto et al., 2021).
We consider not only the hateful behavior in the defi-
nition of hate speech, but also five most frequently ob-

served domains depending on target group; namely re-
ligion, gender, racism, politics, and sports.
Supervised models trained on a specific learning
dataset can fail to generalize their performance on
the original evaluation set to other evaluation sets.
This phenomenon is studied in zero-shot cross-dataset1

(Gröndahl et al., 2018; Karan and Šnajder, 2018),
cross-lingual (Pamungkas and Patti, 2019), and cross-
platform (Agrawal and Awekar, 2018) transfer for hate
speech detection. However, transfer learning with re-
spect to hate domains and low-resource languages are
not well studied due to the lack of large-scale datasets.
In this study, with the help of our datasets containing
five hate domains, we analyze the generalization capa-
bility of hate speech detection in terms of cross-domain
transfer among hate domains.
The contributions of this study are in three folds. (i)
We construct large-scale human-labeled hate speech
detection datasets for English and Turkish. (ii) We ana-
lyze the performance of various models for large-scale
hate speech detection with a special focus on model
scalability. (iii) We examine the generalization capabil-
ity of hate speech detection in terms of zero-shot cross-
domain transfer between hate domains.
In the next section, we provide a summary of re-
lated work. In Section 3, we explain our large-scale
datasets2. In Section 4, we report our experiments. In
Section 5, we provide discussions on error analysis and
scalability. We conclude the study in the last section.

1In literature, the phrase “cross-domain” is mostly used
for the transfer between two datasets that are published by
different studies but not necessarily in different hate domains.
We refer to them as cross-dataset.

2The paper contains some examples of language which
may be offensive to some readers. They do not represent the
views of the authors.
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2. Related Work
We summarize related work on the methods, datasets,
and transfer learning for hate speech detection.

2.1. Methods for Hate Speech Detection
Earlier studies on hate speech detection are based on
matching hate keywords using lexicons (Sood et al.,
2012). The disadvantage of such methods is strict de-
pendency on lexicons. Supervised learning with a set
of features extracted from a training set is a solution
for the dependency issue. Text content is useful to
extract bag-of-words features; such as linguistic and
syntactical features, n-grams, and Part-of-Speech tags
(Nobata et al., 2016; Waseem, 2016; Davidson et al.,
2017). User-based features, including content history,
meta-attributes, and user profile can be used to detect
hate signals (Waseem, 2016; Chatzakou et al., 2017;
Unsvåg and Gambäck, 2018).
To capture word semantics better than bag-of-words;
word embeddings, such as GloVe (Pennington et al.,
2014), are utilized to detect abusive and hatred lan-
guage (Nobata et al., 2016; Mou et al., 2020). Char-
acter and phonetic-level embeddings are also studied
for hate speech to resolve the issues related to noisy
text of social media (Mou et al., 2020). Instead of ex-
tracting hand-crafted features; deep neural networks,
such as CNN (Kim, 2014) and LSTM (Hochreiter and
Schmidhuber, 1997), are applied to extract deep fea-
tures to represent text semantics. Their application out-
performs previous ones with lexicons and hand-crafted
features (Zimmerman et al., 2018; Cao et al., 2020).
Recently, Transformer architecture (Vaswani et al.,
2017) is studied for hate speech detection. Transformer
employs self-attention for each token over all tokens,
targeting to capture a rich contextual representation of
whole text. Fine-tuning a Transformer-based model,
BERT, (Devlin et al., 2019) for hate speech detec-
tion outperforms previous methods (Liu et al., 2019a;
Caselli et al., 2021; Mathew et al., 2021). We examine
the large-scale performance of not only BERT, but also
various Transformer-based language models, as well as
conventional bag-of-words and neural models.

2.2. Resources for Hate Speech Detection
A recent survey summarizes the current state of
datasets in hate speech detection by listing over 40
datasets, around half of which are tweets, and again
around half of which are prepared in English language
(Poletto et al., 2021). Benchmark datasets are also re-
leased as a shared task for hate speech detection (Basile
et al., 2019; Zampieri et al., 2020).
There are efforts to create large-scale human-labeled
datasets for hate speech detection. The dataset by
(Davidson et al., 2017) has approximately 25k tweets
each labeled by three or more annotators for three
classes; offensive, hate, and neither. The dataset by
(Golbeck et al., 2017) has 35k tweets labeled by at most
three annotators per tweet for binary classification (ha-

rassing or not). The dataset by (Founta et al., 2018) has
80k tweets each labeled by five annotators for seven
classes including offensive and hate. There also exist
studies that construct datasets containing hateful con-
tent from various sources (e.g. Facebook and Reddit)
in other low-resource languages; such as Arabic (Al-
badi et al., 2018), Greek (Pavlopoulos et al., 2017),
Slovene (Fišer et al., 2017), and Swedish (Fernquist et
al., 2019). However, our datasets differ in terms of the
following aspects. We have 100k top-level tweets per
two languages, English and Turkish. The datasets have
three class labels (hate, offensive, and normal), and five
annotators per each tweet. We focus on dataset clean-
ing, which will be explained in the next section. Lastly,
we design to have 20k tweets for each of five hate do-
mains, enabling us to analyze cross-domain transfer.

2.3. Transfer Learning for Hate Speech
Detection

Generalization of a hate speech detection model trained
on a specific dataset to other datasets with the same
or similar class labels, i.e., zero-shot cross-dataset
transfer, is widely studied (Karan and Šnajder, 2018;
Swamy et al., 2019; Arango et al., 2019; Pamungkas
et al., 2020; Markov and Daelemans, 2021). Using
different datasets in different languages, cross-lingual
transfer aims to overcome language dependency in
hate speech detection (Pamungkas and Patti, 2019; Pa-
mungkas et al., 2020; Markov et al., 2021; Nozza,
2021). There are also efforts to analyze platform-
independent hate speech detection, i.e. cross-platform
transfer (Agrawal and Awekar, 2018). In this study,
we analyze whether hate speech detection can be gen-
eralized across several hate domains, regardless of the
target and topic of hate speech.

3. Large-Scale Datasets for Hate Speech
Detection

3.1. Dataset Construction
We used Full-Archive Search provided by Twitter Pre-
mium API to retrieve more than 200k tweets; filtered
according to language, tweet type, publish time, and
contents. We filter English and Turkish tweets pub-
lished in 2020 and 2021, since old tweets are more
likely to be deleted. The datasets3 contain only top-
level tweets, i.e., not a retweet, reply, or quote. Tweet
contents are filtered based on a keyword list determined
by the dataset curators. The list contains hashtags and
keywords from five topics (i.e., hate domains); religion,
gender, racism, politics, and sports. A tweet can only
belong to a single topic. Samples from the complete
keyword list with corresponding domains are given in
Table 1. We design to keep the number of tweets be-
longing to each hate domain balanced. To this end,

3The datasets include publicly available tweet IDs, in
compliance with Twitter’s Terms and Conditions, and can be
accessed from https://github.com/avaapm/hatespeech
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Domain Keywords
Religion Christianity, Islam, Judaism, Hinduism, Atheist, belief, church, mosque, Jewish, Muslim, Bible
Gender LGBTQ, bisexual, female, male, homophobia, gay, lesbian, homosexual, bisexual, transgender
Race foreigner, refugee, immigrant, Syrian, African, Turk, American, Iranian, Russian, Arab, Greek
Politics democratic party, republican party, government, white house, president, Trump, Biden, minister
Sports football, baseball, volleyball, referee, barcelona, real madrid, chelsea, new york knicks, coach

Table 1: Samples from our keyword list. Turkish keywords are mostly translations of English keywords.

Domain Tweet Label
Gender “I can’t live in a world where gay marriage is legal.” Okay, so die. Hate
Race Türklere iyi geceler, amerikalılar gebersin (Good night to the Turks, death to the Americans) Hate
Religion Self proclaim atheist doesn’t make you cool kid bitch Offensive

Sports
Bundan sonra 6sn kuralını saymayan Hakem de uygulamayan da Şerefsiz oğlu şerefsiztir

Offensive
(After that, the referee, who does not count and apply the 6-second rule, will be dishonest.)

Politics Biden your a lier and a cheat and a old idiot Offensive

Table 2: Tweet examples (not edited) from the dataset. Translation for Turkish tweets are given in parentheses.

slightly more than 20k tweets are retrieved from Twitter
for each domain. The exact amount of 20k tweets are
then sampled for each domain to satisfy the balance.
For cleaning, we remove near-duplicate tweets by mea-
suring higher than 80% text similarity among tweets
using the Cosine similarity with TF-IDF weighting. We
restrict the average number of tweets per user not ex-
ceeding 1% of all tweets to avoid user-dependent mod-
eling (Geva et al., 2019). We remove tweets shorter
than five words excluding hashtags, URLs, and emojis.

3.2. Dataset Annotation
Based on the definitions and categorization of hate-
ful speech (Sharma et al., 2018), we label tweets as
containing hate speech if they target, incite violence
against, threaten, or call for physical damage for an in-
dividual or a group of people because of some identify-
ing trait or characteristic. We label tweets as offensive
if they humiliate, taunt, discriminate, or insult an in-
dividual or a group of people in any form, including
textual. Other tweets are labeled as normal.
Each tweet is annotated by five annotators randomly
selected from a set of 20 annotators, 75% of which
are graduate students while the rest are undergraduate
students. 65% of the annotators’s gender of birth are
female and 35% are male. Their ages fall within the
range of 20-26. While annotating a tweet, if consensus
is not achieved on ground-truth, a dataset curator out-
side the initial annotator set determines the label. The
curator intervenes in only 8% of the total tweets (38%
of tweets are labeled with the consensus of five, 26%
with four, and 28% with three annotators). We provide
a list of annotation guidelines to all annotators. The
guidelines document includes the rules of annotations;
the definitions of hate, offensive, and normal tweets;
and the common mistakes observed during annotation.
The annotations started on February 15th, and ended
on May 10th, 2021 (i.e. a period of 84 days). We mea-
sure inter-annotator agreement with Krippendorff’s al-
pha coefficient and get a nominal score of 0.395 for

English and 0.417 for Turkish, which are higher than
other similar hate speech datasets in the literature (0.38
in binary (Sanguinetti et al., 2018) and 0.153 in multi-
class (Ousidhoum et al., 2019)). Sample hateful and
offensive tweets from the datasets are given in Table 2.

3.3. Dataset Statistics
We report main statistics about our datasets in Table 3.
Although we follow a similar construction approach for
both languages, the number of tweets with hate speech
that we can find in English is less than those in Turk-
ish, which might indicate a stronger regularization of
English content by Twitter. Normal tweets dominate as
expected due to the nature of hate speech and the plat-
form regulations. The statistics of tweet length imply
that our task is similar to a short text classification for
tweets, where the average number of words is ideal to
be 25 to 30 (Şahinuç and Toraman, 2021).
The domain and class distributions of tweets are given
in Table 4. In English, the number of hateful tweets is
close in each domain; however, race has less number
of offensive tweets than others. The number of hate-
ful tweets in gender domain is less than those of other
domains in Turkish dataset.

4. Experiments
We have two main experiments. First, we analyze the
performance of various models for hate speech detec-
tion. In the second part, we examine cross-domain
transfer for hate speech detection.

4.1. Hate Speech Detection
4.1.1. Experimental Design
We apply 10-fold cross-validation, where each fold has
90k train instances; and report the average score of
weighted precision, recall, and F1 score. Since the
dataset is unbalanced, we measure weighted metrics
and avoid to report accuracy. The evaluation scores
for each class are also examined in the scalability ex-
periments in Section 5.3. We determine statistically
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Definition EN TR
Number of tweets 100,000 100,000
Number of offensive tweets 27,140 30,747
Number of hate tweets 7,325 27,593
Number of users 85,396 69,524
First tweet date 26/02/20 17/01/20
Last tweet date 31/03/21 31/03/21
Average tweets per user 1.2 1.4
Average tweet length (words) 29.20 24.37
Shortest tweet length 5 5
Longest tweet length 72 121
Number of tweets with hashtag 12,751 17,390
Number of tweets with URL 73,439 71,434
Number of tweets with emoji 9,971 8,509

Table 3: Dataset statistics.

Lang. Domain Hate Offens. Normal Total

EN

Religion 1,427 5,221 13,352 20k
Gender 1,313 6,431 12,256 20k
Race 1,541 3,846 14,613 20k
Politics 1,610 6,018 12,372 20k
Sports 1,434 5,624 12,942 20k

TR

Religion 5,688 7,435 6,877 20k
Gender 2,780 6,521 10,699 20k
Race 5,095 4,905 10,000 20k
Politics 7,657 4,253 8,090 20k
Sports 6,373 7,633 5,994 20k

Table 4: Distribution of tweets in our datasets.

significant differences between the means, which fol-
low non-normal distributions, by using the two-sided
Mann-Whitney U (MWU) test at %95 interval with
Bonferroni correction. We compare the performances
of three family of models.

• BOW: We encode tweets using the bag-of-words
model (BOW) with TF-IDF term weightings, and
train a multinomial Logistic Regression classifier for
1000 iterations, using default parameters with sk-
learn (Pedregosa et al., 2011). TF-IDF term weight-
ings are extracted from the train and test sets sepa-
rately.

• Neural: We employ two neural models, CNN (Kim,
2014) and LSTM (Hochreiter and Schmidhuber,
1997), using a dense classification layer on top with
cross-entropy loss. For both models, we use Adam
optimizer (Kingma and Ba, 2015) with a learning rate
of 5e-5 for 10 epochs. FastText’s English and Turk-
ish word embeddings (Grave et al., 2018) are given
as input with a dimension size of 300. For CNN, we
use 100 kernels each having sizes between 3 and 5.
We use PyTorch (Paszke et al., 2019) implementa-
tions for both.

• Transformer LM: We fine-tune Transformer-based
language models that are pre-trained on English,
Turkish, and multilingual text corpus. We use Hug-
gingface (Wolf et al., 2020) implementation for
Transformer-based language models.

We fine-tune the following models that are pre-trained
by using English or Turkish text:

• BERT (Devlin et al., 2019): BERT uses bi-
directional masked language modeling and next sen-
tence prediction.

• BERTweet (Nguyen et al., 2020): BERTweet is
trained based on the RoBERTa (Liu et al., 2019b)
pre-training procedure by using only tweets.

• ConvBERT (Jiang et al., 2020): ConvBERT archi-
tecture replaces the quadratic time complexity of
the self-attention mechanism of BERT with convo-
lutional layers. The number of self-attention heads
are reduced by a mixed attention mechanism of self-
attention and convolutions that would model local
dependencies.

• Megatron (Shoeybi et al., 2019): Megatron in-
troduces an efficient parallel training approach for
BERT-like models to increase parameter size.

• RoBERTa (Liu et al., 2019b): RoBERTa is built on
the BERT architecture with modified hyperparame-
ters and a diverse corpora in pre-training, and re-
moves the task of next sentence prediction.

• BERTurk (Schweter, 2020): The model re-trains
BERT architecture for Turkish data.

• ConvBERTurk (Schweter, 2020): Based on Con-
vBERT (Jiang et al., 2020), but using a modified
training procedure and Turkish data.

To understand the generalization capability of multilin-
gual models to both English and Turkish, we fine-tune
the following multilingual models.

• mBERT (Devlin et al., 2019): mBERT is built on the
BERT architecture, but using multilingual text cover-
ing 100 languages.

• XLM-R (Conneau et al., 2020): XLM-R is built
on the RoBERTa architecture, but using multilingual
text covering 100 languages. The model is trained
on more data compared to mBERT, and removes the
task of next sentence prediction.

We apply the same experimental settings to all models.
Batch size is 32, learning rate is 1e-5, the number of
epochs is 5, maximum input length is 128 tokens, using
AdamW optimizer. Only exception is Megatron, due
to its large size, we reduce batch size to 8. We use
GeForce RTX 2080 Ti for fine-tuning.

4.1.2. Experimental Results
In Table 5, we report the performance of multi-class
(hate, offensive, and normal) hate speech detection.
Transformer-based language models outperform
conventional ones in large-scale hate speech de-
tection. The highest performing models are Mega-
tron with the highest number of model parameters in
English, and ConvBERTurk in Turkish. BERTweet
has higher performance than BERT, showing the im-
portance of pre-training corpus. Conventional mod-
els (BOW, CNN, and LSTM) are not as success-
ful as Transformer-based models in both languages.
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Model EN TR
Prec. Recall F1 Prec. Recall F1

BOW 0.777 0.796 0.779 0.707 0.710 0.706
CNN 0.779 0.796 0.782 0.676 0.679 0.675
LSTM 0.787 0.798 0.790 0.689 0.688 0.686
BERT 0.815 0.817 0.816 - - -
BERTweet 0.825 0.829 0.826 ◦ - - -
ConvBERT 0.823 0.825 0.823 - - -
Megatron 0.831 0.830 0.830 • - - -
RoBERTa 0.822 0.826 0.823 - - -
mBERT 0.817 0.818 0.818 0.757 0.752 0.753
XLM-R 0.823 0.826 0.824 0.770 0.767 0.768
BERTurk - - - 0.778 0.777 0.777 ◦
ConvBERTurk - - - 0.781 0.782 0.782 •

Table 5: Multi-class hate speech detection. Average
of 10-fold cross-validation is reported. Highest score
is given in bold. Models are divided into sub-groups in
terms of BOW, Neural, and Transformer models (En-
glish, multilingual, and Turkish language models). The
symbol “•” indicates statistical significant difference at
a 95% interval (with Bonferroni correction p < .006
for English and p < .008 for Turkish) in pairwise com-
parisons between the highest performing method and
others (except the ones with “◦”).

There are approximately 5% performance gap between
the highest scores by conventional models and Trans-
former models in English, and 10% for Turkish.
Conventional BOW can be competitive. We observe
that the bag-of-words model has surprisingly, compet-
itive performance in both languages. We note that the
tweets in all classes are obtained with the same key-
word set. However, a possible reason could be the ex-
istence of expressions and keywords that are specific to
offensive or hate classes, such as slurs and curse words.
Multilingual language models can be effective for
trade-off between performance and language flex-
ibility. Multilingual models, mBERT and XLM-R,
have challenging performance with the models pre-
trained using only English text. XLM-R has close
results to BERTurk (pre-trained with Turkish text) as
well. Multilingual models can thereby provide lan-
guage flexibility (i.e., removing training dependency
on new language) without sacrificing substantial task
performance.

4.2. Cross-Domain Transfer
4.2.1. Experimental Design
We examine cross-domain transfer by fine-tuning the
model on a source domain, and evaluating on a target
domain. The performance can be measured by relative
zero-shot transfer ability (Turc et al., 2021). We refer to
it as recovery ratio, since it represents the ratio of how
much performance is recovered by changing source do-
main, given as follows.

recovery(S, T ) =
M(S, T )

M(T, T )
(1)

where M(S, T ) is a model performance for the source
domain S on the target domain T . For the recovery
ratio, we set a hate domain as target, and remaining
ones as source. When source and target domains are
the same, recovery would be 1.0.
We also adapt the measurement used in cross-lingual
transfer gap (Hu et al., 2020). We modify it to normal-
ize, and refer to it as decay ratio, since it represents the
ratio of how much performance is decayed by replacing
target domain, given as follows.

decay(S, T ) =
M(S, T )−M(S, S)

M(S, S)
(2)

For the decay ratio, we set a hate domain as source, and
remaining ones as target. In the case that source and
target domains are the same, there would be no decay
or performance drop, so decay would be zero. In the
cross-domain experiments, we measure weighted F1;
and use BERT for English, and BERTurk for Turkish
with the same hyperparameters used in Section 4.1.1.
We apply 10-fold cross-validation, where each fold has
18k train instances in a particular hate domain; and re-
port the average score of recovery and decay in 2k test
instances of the corresponding hate domain.

4.2.2. Experimental Results
The recovery and decay scores are given in Table 6.
We note that recovery and decay represent indepen-
dent measures for domain transfer performance. For
instance, in English, the domain transfer from gender
to politics has 99% recovery, and its decay ratio is
0%. The domain transfer from sports to politics has the
same recovery ratio, but its decay is -6%, which shows
that the same recovery values do not necessarily mean
the same performance.
Hate domains can mostly recover each other’s per-
formance. Recovery performances between domains
are quite effective, such that, on average, 96% of the
performance of a target domain is recovered by others
for English, and 92% for Turkish. The training dataset
composed of only a single domain can be thereby em-
ployed to detect hate speech patterns of another do-
main. We argue that there can be overlapping hate
patterns across multiple domains, which can be exam-
ined for hate speech in a more fundamental and so-
cial level. Moreover, common vocabulary across dif-
ferent topics can introduce domain transitivity such as
women’s sports or women in politics.
Recovering gender is more difficult than other do-
mains. Gender-based hate tweets can not be easily pre-
dicted by other hate domains, as the average recover ra-
tio for gender is lower than others, 91% in both English
and Turkish. In addition to gender, politics has the av-
erage recover ratio of 90% in Turkish. One can deduce
that hate speech patterns of these domains display dif-
ferent characteristics from general hate patterns.
Sports cannot generalize to other domains. While
sports can be recovered by other domains, the average
decay ratio of sports is poor (more than 10%) in both
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Source/Target RE GE RA PO SP RE GE RA PO SP Avg.

EN

Religion 0.804 92% 96% 98% 97% 0.804 -9% -1% -2% 0% -3%

Gender 101% 0.799 98% 99% 99% 0% 0.799 0% 0% 0% 0%

Racism 99% 93% 0.823 96% 94% -3% -10% 0.823 -6% -2% -5%

Politics 97% 89% 95% 0.808 98% -3% -12% -3% 0.808 0% -5%

Sports 95% 90% 93% 99% 0.853 -10% -15% -11% -6% 0.853 -11%

Avg. 98% 91% 96% 98% 97%

TR

Religion 0.754 93% 96% 93% 95% 0.754 -5% -1% -6% 0% -3%

Gender 94% 0.772 95% 89% 94% -8% 0.772 -4% -12% -3% -7%

Racism 97% 94% 0.779 92% 95% -6% -7% 0.779 -9% -2% -6%

Politics 90% 89% 92% 0.765 90% -11% -10% -6% 0.765 -6% -8%

Sports 92% 86% 91% 84% 0.799 -13% -17% -11% -19% 0.799 -15%

Avg. 93% 91% 94% 90% 94%

Table 6: Cross-domain transfer for hate speech detection in terms of column-wise recovery ratio and row-wise
decay ratio. Source domains are given in rows, targets in columns. The diagonal gray cells have the weighted
F1 scores when source and target domains are the same. Recovery scores should be interpreted column-wise, e.g.
92% recovery from religion to gender in EN means that we recover 92% of 0.799 (gender to gender). As recovery
increases, blue color gets darker. Decay scores should be interpreted row-wise, e.g. -9% decay from religion to
gender in EN means that we lose 9% of 0.804 (religion to religion). If there is no loss in performance, decay is
zero. As decay increases, red color gets darker.

languages, as observed in Table 6. A possible reason
can be specific slang language used in sports.
Gender can generalize to other domains in English,
but not in Turkish. Gender can maintain its in-domain
success to other domains in English, as its average de-
cay ratio is zero. Although average decay ratio is not
too high in Turkish, it is still higher than English. One
possible reason could be that Turkish has a gender neu-
tral grammar with gender-free pronouns. The success
of gender in English can be important for data scarcity
in hate speech detection, since one can use the model
trained with gender instances to infer a target domain.

5. Discussion
5.1. Error Analysis
We provide an error analysis on the model predictions
in Table 7. We select a representative model from each
model family that we compare in the previous section;
namely BERT/BERTurk, XLM-R, CNN, and BOW.
There are eight tweet examples divided into three
groups. The first group with the tweets numbered 1 to
4 is given to represent the examples of both success and
failure of Transformer-based language models. BERT
and XLM-R incorrectly predict the first tweet, possibly
due to giving more attention to “I hate my life” that is
not actually a hateful phrase but describes dislike for
the current situation. CNN’s prediction is also incor-
rect possibly due to convolution on the same phrase.
BOW’s prediction is correct by using a sparse vector

with many non-hate words. The second tweet is a sim-
ilar example given for Turkish that BERT and XLM-
R probably give more attention to “almamız gereken
bir intikam var” (translated as “there is a revenge we
need to take”). On the other hand, BERT and XLM-R
succeed in the third and fourth tweets due to “I’ll kill
them” and “bir kaç erkek ölsün istiyorum” (translated
as “I want a few men to die”). The difference from the
first two examples is that the third and fourth tweets
include true-hate phrases.
The second group is given to show the model perfor-
mance on offensive tweets. All models except XLM-R
incorrectly label the fifth tweet as offensive, possibly
due to the existence of “f**g”. On the other hand,
BERT and XLM-R correctly predict the sixth tweet.
There are no clear offensive words in this tweet. CNN
and BOW therefore fail in this tweet, while BERT and
XLM-R could capture the semantics.
The last group is given to show hard examples that all
models fail. The seventh tweet is difficult to detect,
since the positive word “nice” can be confusing in this
short tweet. The models fail to understand the seman-
tics in the last Turkish tweet.

5.2. Existing Models
We evaluate the generalization capability of existing
hate speech detection models to our dataset. Since
there is no publicly available Turkish-specific models,
we only examine it in English. We use the following
fine-tuned models for zero-shot inference, as well as
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# Label Tweet Predictions
BERT XLM-R CNN BOW

1 Normal Was on an absolute heater, then I lose 500 dollars on Hate Hate Hate NormalKorean baseball and Costa Rican soccer. I hate my life

2 Normal
Kazanmamız gereken bir maç, almamız gereken bir

Hate Hate Normal Normalintikam var. Allah büyük. (We have a game to win,
a revenge to take. God is great.)

3 Hate ...I’m that fast. Hitting someone going full speed. Hate Hate Normal NormalOver 20 mph 190 lbs. I’ll kill them

4 Hate
Feminist değilim de, tanıdığıma pişman olduğum bir kaç

Hate Hate Normal Normalerkek ölsün istiyorum (I am not a feminist, but I want
a few men to die that I regret knowing)

5 Normal I’m gay but I’ve got the biggest fucking crush on Offensive Normal Offensive Offensive@katyperry I have for years!

6 Offensive The three different ways to become a brain dead zombie Offensive Offensive Normal Normalare, a virus, radiation and Christianity.
7 Hate A gay killing another gay nice Normal Normal Normal Normal

8 Hate Yahudiler cinayet Araplar hiyanet kavmidir Normal Normal Normal Normal(Jews are a people of murder, Arabs of treason)

Table 7: Error analysis using model predictions. Correct predictions are given in bold. For Turkish tweet examples,
BERT refers to BERTurk. Translations for Turkish tweets are given in parentheses.

fine-tuning them further with our data.

• HateXplain (Mathew et al., 2021): HateXplain fine-
tunes BERT, using a novel dataset with 20k in-
stances, 9k of which are tweets. The model can be
used for zero-shot inference on multi-class (hate, of-
fensive, and normal) detection.

• HateBERT (Caselli et al., 2021): HateBERT pre-
trains BERT architecture by using approximately
1.5m Reddit messages by suspended communities
due to promoting hateful content. The model can be
used for zero-shot inference on binary classification
(hate or not). To adapt our dataset to binary classifi-
cation, we merge offensive and hate tweets.

We apply 10-fold cross-validation, as in previous ex-
periments. The results of existing models are given Ta-
ble 8. We compare their performances on our dataset
with BERT’s performance. In multi-class scheme, Ha-
teXplain cannot outperform BERT in both zero-shot
inference and further fine-tune scheme. In binary
scheme, zero-shot inference fails more compared to
HateXplain despite having less number of classes. The
poor performance of zero-shot HateBERT is probably
due to Reddit messages used in pre-training, while our
dataset consists of tweets. Fine-tuning the model fur-
ther provides similar performance with BERT. Overall,
we show that existing models have limited generaliza-
tion capability to new data. A possible reason for exist-
ing models failing to generalize can be that our dataset
consists of tweets from various topics.

5.3. Scalability
We examine scalability as the effect of increasing train-
ing size on model performance. Since labeling hate
speech data is costly, the data size of hate speech de-
tection becomes important. Our large-scale datasets are
available to analyze scalability. To do so, we split 10%

Model Mutliclass Binary
F1 Type F1 Type

BERT 0.816 Fine-tune 0.862 Fine-tune
HateXplain 0.796 Fine-tune - -
HateXplain 0.769 Zero-shot - -
HateBERT - - 0.865 Fine-tune
HateBERT - - 0.485 Zero-shot

Table 8: Zero-shot and further fine-tuning results for
existing hate speech detection models.

of data for testing, 10% for validation, and remaining
80% for training. From the training split, we set five
scale values starting from 20% to 100%. To obtain
reliable results, we repeat this process five times, and
report the average scores. At each iteration, training
and validation datasets are randomly sampled. We use
BERT for English, and BERTurk for Turkish with the
same hyperparameters used in Section 4.1.1.
We train the models for five epochs, but report the high-
est performance during training to have a fair compar-
ison by neglecting the positive effect of having more
training data, since more number of instances means
more number of train steps. We observe that using
smaller number of instances (e.g. 20% of data size)
needs more epochs to converge, compared to larger
data. The highest performances are obtained for 20-
60% scales at 2.5 epochs in English and 3.5 epochs in
Turkish, whereas for 80-100% at 2 epochs in English
and 2.5 epochs in Turkish.
The results for overall detection performance are given
in Figure 1a. We observe that the performance slightly
improves as training data increases in both English and
Turkish. Moreover, 98% of full-sized data performance
can be obtained when 20% of training instances are
used in English. This ratio is 97% in Turkish. In or-
der to reveal the reason of this result, we also investi-



2222

0.2 0.4 0.6 0.8 1.0
Training Data Utilization Ratio

0.4

0.5

0.6

0.7

0.8

0.9
F1

 S
co

re
s

EN
TR

(a) Weighted F1 scores for multi-class
hate speech detection for different scales
of training data. There is a slight perfor-
mance increase in both languages.
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(b) Weighted F1 scores for different
classes in EN. The performance of nor-
mal class saturates early, and hate class
benefits the most.
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(c) Weighted F1 scores for different
classes in TR. There is a slight perfor-
mance increase in all classes.

Figure 1: Scalability analysis for hate speech detection.

gate the scalability performance of individual classes in
Figure 1b for English, and Figure 1c for Turkish.
The model for English has the highest performance in
the normal class, and worst in the hate class. Interest-
ingly, the performance of hate class improves signif-
icantly as training data increases whereas normal and
offensive tweets exhibit a slightly increasing pattern.
One can observe the impact of class imbalance on per-
formance improvements. The normal class with more
number of instances is not affected much by different
scales. The performance improvement is more promi-
nent in the hate class, which has a smaller number of
data instances than the normal class. This result em-
phasizes the importance of the data size, especially
number of hate instances, for hate speech detection.
Given that the main bottleneck in hate speech detec-
tion is misprediction of hate tweets rather than normal
ones, using a higher number of data instances with hate
content can improve the performance.
The performance of all classes slightly increase in
Turkish. The performance of predicting hate tweets is
higher than offensive ones (vice versa in English). The
reason could be the different speech patterns in differ-
ent languages. Moreover, the hate performance of En-
glish is still worse than Turkish when similar number of
training instances are considered, e.g., hate score of ra-
tio 100% in Figure 1b (7,325 hate tweets) is still worse
than the score of 20% in Figure 1c (5,519 hate tweets).
When greater class imbalance in English is considered
in this case, we argue that class imbalance is also an
important factor besides the number of hate tweets.

5.4. Ablation Study
To assess the effect of tweet-specific components on
the performance of hate speech detection, we remove
each component from tweets, and re-run BERT for
English, and BERTurk for Turkish. Tweet-specific
components that we examine in the ablation study are
URLs, hashtags, and emoji symbols. Table 9 reports
the experimental results of the ablation study. The
results show that removing tweet-specific components

Data Model Prec. Recall F1

EN

Raw text 0.815 0.817 0.816
w/o URL 0.816 0.819 0.817
w/o Hashtag 0.816 0.818 0.817
w/o Emoji 0.815 0.818 0.816
w/o Any 0.817 0.818 0.817

TR

Raw text 0.778 0.777 0.777
w/o URL 0.779 0.778 0.778
w/o Hashtag 0.777 0.776 0.776
w/o Emoji 0.779 0.778 0.778
w/o Any 0.777 0.777 0.777

Table 9: Effect of removing tweet-specific components
in terms of the average of 10-fold cross-validation.

has almost no effect on the performances for both lan-
guages. The reason could be that the numbers of hash-
tags and emojis are low in the dataset, as observed in
Table 3. On the other hand, there are many tweets with
URLs, yet there is no significant difference when URLs
are removed. We argue that BERT-like models can be
robust to noise in text caused by URLs.

6. Conclusion

We construct large-scale datasets for hate speech de-
tection in English and Turkish to analyze the perfor-
mances of state-of-the-art models, along with scala-
bility. We design our datasets to have equal size of
instances for each of five hate domains and two lan-
guages; so that we can report zero-shot cross-domain
results. We find that Transformer-based language mod-
els outperform conventional models, and their perfor-
mances can be scalable to different training sizes. We
also show that the vast majority of the performance of
a target domain can be recovered by other domains.
In future work, the generalization capability of do-
mains can be examined in other languages and plat-
forms. One can further analyze model scalability be-
yond Transformer-based language models.
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