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Abstract
Social media platforms play an increasingly important role as forums for public discourse. Many platforms use recommendation
algorithms that funnel users to online groups with the goal of maximizing user engagement, which many commentators
have pointed to as a source of polarization and misinformation. Understanding the role of NLP in recommender systems
is an interesting research area, given the role that social media has played in world events. However, there are few
standardized resources which researchers can use to build models that predict engagement with online groups on social
media; each research group constructs datasets from scratch without releasing their version for reuse. In this work, we
present a dataset drawn from posts and comments on the online message board Reddit. We develop baseline models for
recommending subreddits to users, given the user’s post and comment history. We also study the behavior of our rec-
ommender models on subreddits that were banned in June 2020 as part of Reddit’s efforts to stop the dissemination of hate speech.
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1. Introduction

User engagement with online communities has come
under significant scrutiny in light of the increasing po-
larization in global politics. Many researchers have
examined social media’s role in recent headlines, like
the spread of coronavirus-related vaccine misinforma-
tion and the dissemination of conspiracy theories in
political discourse (Puri et al., 2020; |Douglas et al.]
2019, inter alia). Since social media platforms typi-
cally use recommender systems to help users discover
new content and online groups, a natural question that
arises is what role such algorithms have played in chang-
ing user behavior. Previous studies and investigations
(Horwitz, 2021} Bakshy et al., 2015)) have discussed
the impact of recommendation algorithms on how users
discover and join online groups, and researchers are also
interested in understanding how NLP is used in gener-
ating recommendations. However, we are not aware
of any standardized datasets specifically designed for
constructing text-based recommender systems in the so-
cial media setting; research groups tend to scrape their
own datasets from various web resources without releas-
ing their corpora, which hinders the reproducibility of
reported results.

We introduce the Engage corpus, a large-scale, realis-
tic dataset derived from Reddit to address this resource
gap. Reddit is a rich source of social media data on a
variety of subjects, and there are public APIs that allow
researchers to download years of posts and comments
for each user. Reddit is divided into 2.5 million com-
munities called ‘subreddits’, and users interact within
subreddits by writing ‘posts’ or submitting ‘comments’
on existing posts. We say that a user engages with a
subreddit if they post or comment in that subreddit.

In this work, we focus on the subreddit recommendation

task: predict whether a user will engage with a subreddit
within the next three months, given the user’s post and
comment history thus far.

In the sections that follow, we discuss the corpus con-
struction process and present the key statistics for var-
ious dimensions of the Engage corpus. We create
baselines for this task with neural collaborative fil-
tering models (He et al., 2017) and we demonstrate
that incorporating information from a user’s post and
comment history significantly improves recommenda-
tion performance (versus using user-subreddit interac-
tion data alone). We also study the behavior of text-
based recommender systems on certain controversial
subreddits (such as r/The_Donald and r/Incels), which
were banned by Reddit’s administrators in June 2020.
The instructions for getting the processed dataset and
our code can be found at https://github.com/
engage—-corpus/dataset.

2. Corpus Processing and Statistics

The primary portion of our dataset comes from all Red-
dit posts and comments from 01-12/2019. The Reddit
corpus is very large (250 GB when compressed), and
we downsample the dataset to retain a random 6% sam-
ple of users (131,544 users after downsampling). We
split the dataset into two distinct periods: 01-09/2019
and 10-12/2019. We extract training data from the first
period and we extract evaluation data from the second
period. Furthermore, we only include posts and com-
ments from the 5,000 largest subreddits (as measured
by active users at the time of dataset construction).

The training data consists of all the posts and comments
for 131,544 users in 01-09/2019. The development set
contains the first post or comment from each user in
10-12/2019, and the test set contains the second post or
comment from each user in 10-12/2019. Therefore, a
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# Users
131,544

# Subreddits
5000

# Interactions

2,206,986

Sparsity
99.7%

Table 1: User-subreddit interactions in the corpus.

50th  90th 99th
Posts & comments per user 46 418 2,278
Tokens per post or comment 13 64 221
Users per subreddit 209 1,070 6,382
Posts & comments per subreddit 1,472 8,816 55,787

Table 2: Percentiles for various dataset characteristics.

recommender model that’s tuned on the development set
maximizes the prediction performance on the users’ first
subreddit interaction in the evaluation period, and the
performance on the test set shows how well the model
generalizes to the next (i.e., second) interaction in the
evaluation period.

2.1. Data Fields

In our dataset, each user is represented with a JSON
object with an anonymized username field (a string), a
posts field (a list of post objects, sorted by date), and
a comments field (a list of comment objects, sorted by
date).

A post object has the following fields: a randomly gen-
erated post ID, title, date, the subreddit that the post was
submitted to, total number of upvotes, and text in the
body of the post. A comment object has all of the fields
of a post object (except for the title) plus the ID of the
post the comment belongs to.

2.2. Corpus Statistics

Table [T provides some basic statistics for the dataset.
Most users only engage with a handful of subreddits
in any given year. As is typical of recommendation
datasets, the user-subreddit interactions are sparse, and
less than 0.3% of all possible interactions actually occur:
655M = 131K x 5K user-subreddit interactions are
possible, but only 2.2M interactions actually occurred.
Table [2] shows text-related statistics for the dataset. We
observe the usual ‘super-user’ behavior in our dataset,
where a small percentage of users engage especially
frequently within each subreddit. We also see long-
tailed distributions in the number of posts/comments in
each subreddit, where the 99th percentile is ~50x larger
than the median.

3. Experiments

We use two metrics to evaluate the quality of our rec-
ommendations: the hit rate (HR) at 10 and normalized
discounted cumulative gain (NDCG) at 10 (Jarvelin and
Kekildinen, 2002). HR@ 10 (which is also known as
precision@10) is the rate at which a system’s top 10
recommendations for each user contain the correct sub-
reddit. NDCG @10 is a rank-based metric whose value

increases as the rank of the correct subreddit increases
among the top 10 recommendations. In our setting,
NDCG@10 is equivalent to

1
n logy(r; + 1)

where n is the number of users and r; is the 1-indexed
rank of the correct subreddit among the top 10 ranked
interactions for the ith user (e.g., r; = 3 if the correct
subreddit is the third recommendation in the top 10),
where r; = oo when the correct subreddit is not in the
top 10 recommendations. Both of these metrics are
commonly used in the recommender systems literature.

3.1. Baseline Model

We adopt the neural collaborative filtering (NCF) model
(He et al., 2017) as our baseline system for generating
user-subreddit recommendations. NCF models are stan-
dard baseline systems for recommender systems; we
will not describe the model architecture in detail here
(Figure[I)). In brief, NCF models rely on collaborative
filtering (Goldberg et al., 1992), which assumes that
the subreddit preferences of a user can be inferred from
those of other users that engaged with similar subreddits.
The model learns user-specific and subreddit-specific
embeddings and outputs a score between 0 and 1 for
each user-subreddit pair. The model is trained on pos-
itive and negative user-subreddit pairs, where positive
pairs are drawn from observed user-subreddit interac-
tions and negative pairs are constructed by sampling
at random from the universe of 5,000 subreddits. To
perform inference, we rank the list of 5,000 subreddits
by their scores for each user. We implement NCF in
PyTorch using the default hyperparameter settings de-
scribed by He et al. (2017) with a factor size of 64.

3.2. NCF with User Text

The NCF model uses the presence or absence of user-
subreddit interactions to predict future subreddit inter-
actions for each user; the sequential order of the subred-
dits that each user engaged with and the user-generated
text from posts and comments are ignored. Of course,
incorporating user-generated text is computationally ex-
pensive, since a user in the 90th percentile produced
10,927 tokens across all posts and comments in 2019.

Encoding very long document contexts with transform-
ers remains an active area of research; see [Tay et al|
(2020) for a survey. We take a two-stage approach,
where we first train a linear classiﬁelﬂ that uses trigrams
from a user’s post and comment history to predict the
probability that he will interact with each of the 5,000
subreddits. These 5,000 scores from the linear classifier
are then provided to the NCF model as a user-specific,
text-based feature vector (Figure [I)). The trigram fea-
tures are extracted from a user’s posts and comments in

"https://github.com/VowpalWabbit/
vowpal_wabbit/wiki
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Figure 1: Our baseline neural collaborative filtering model (right) and text-based linear classifier (left). The neural
collaborative filtering (NCF) model learns user- and subreddit-specific embeddings, which are used to calculate
the score for each user-subreddit pair. The NCF model is trained on positive and negative pairs of user-subreddit
interactions. We also use a linear classifier to improve the baseline NCF model by modeling 6 months of post and
comment text and sequential subreddit history for each user (see Sec. @
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Figure 2: Histogram of model scores for the 8 largest
banned subreddits. The NCF model that uses post and
comment text tends to generate more extreme scores
(i.e., close to 0 and 1) compared to the baseline model.

a 6-month window, and the classifier is trained to pre-
dict the subreddits they engaged with in the subsequent
3-month window. For example, we take the trigrams
from the user’s text and sequence of subreddits between
01/2019-06/2019, and we predict which of the 5,000
subreddits they engaged with between 07-09/2019. We
treat this as a multi-label classification problem over the
5,000 subreddits included in the corpus.

After training the linear classifier, we use it as a feature
extractor for each user’s post and comment text. We then
project the 5,000 scores to a 128-dimensional vector
using a learned linear projection, which we concatenate
with the user embeddings in the NCF model. For a

Metric@10 HR NDCG
NCEF baseline 53.5 33.5
+ text-based context scores  60.3 38.5

Table 3: Hit rate and NDCG at 10 for our baseline NCF
model and NCF with text-based context scores. Higher
scores are better.

given user-subreddit interaction during training of the
NCF model, we use the 6 months of the user’s post and
comment history prior to that interaction as text input
for the linear classifier. The development set is used
to select hyperparameters and model checkpoints. We
report results on the test set in our tables.

3.3. Baseline Results

In Table 3, we provide the HR and NDCG at 10 for
the NCF model and the NCF model with the text-based
context scores from the trigram classifier. The improve-
ments to both HR and NDCG at 10 are substantial after
adding the text-based scores, which demonstrates the
utility of modeling user context with NLP in the recom-
mendation setting.

3.4. Analysis on Controversial Subreddits

In June 2020, the administrators of Reddit banned hun-
dreds of subreddits in an effort to combat hate speech
on the platform (Reddit, 2020). Political subreddits like
r/The_Donald (a community for supporters of Donald
Trump) and r/ChapoTrapHouse (a community for lis-
teners of a left-wing political podcast) were among the
subreddits that were banned as part of this initiative.

Recommender systems may play a significant role in
driving user traffic to controversial online groups. We
investigate the effect of incorporating textual context
into NCF models by analyzing the behavior of our rec-
ommender systems on the 8 largest banned (8-LB) sub-
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Top1 Top 10
NCF 0.5% 11.4%
NCEF + text-based scores  2.4% 13.2%
A 4.8 1.2x

Table 4: Percentage of ‘vulnerable’ users who receive
a recommendation to a banned subreddit in their top 1
and top 10 recommendations. Using textual context in
the model increases the likelihood of recommending a
controversial subreddit by as much as 4.8 x.

reddits. We evaluate our models on a subset of 918
‘vulnerable’ users, who are the users that did not engage
with any of the 8-LB subreddits between 01-09/2019,
but did engage with at least one of them between 10—
12/2019. We take this group as a proxy for the users
who would be willing to engage with a controversial
subreddit if the recommender system exposed them to
one, even if they’ve never done so beforeE]

In Figure [2] we observe that using the user-generated
text from posts and comments makes the recommender
model much more confident in its recommendations for
the 8-LB subreddits, in the sense that the NCF model
scores for those subreddits become much closer to 0 and
1.

In Table 4] we show that adding text-based context
scores increases the risk of recommending an 8-LB
subreddit by as much as 4.8 x. In other words, when
the model is provided with the last 6 months of a user’s
post and comment history, it can target vulnerable users
more effectively and give them recommendations to
controversial subreddits. We do not believe that the
use of text is inherently tied to pushing people towards
controversy; our study only suggests that extra attention
needs to be given to the issue, and systems should be
evaluated carefully for such tendencies and designed to
avoid them.

4. Related Work

Reddit data has been used in the past for community
recommendation, but prior work on Reddit has gener-
ally made limited use of the semantic content of the
posts. Jamonnak et al. (2015) uses association rule
mining on the user and subreddit IDs (i.e., based on
user-subreddit co-occurence statistics) to build a Reddit
recommendation service. However, this approach does
not leverage the text in the posts and comments of each
subreddit. Tuomchomtam and Soonthornphisaj (2019)
create a recommender system for subreddits based on
statistical features like the average length of posts in
the subreddit and the proportion of posts that only con-
tain links. Subreddits are then clustered together with
DBSCAN based on these features. This approach does

This proxy isn’t perfect; for example, it’s possible that
the users engaged with these subreddits prior to 2019.

not use the text content to generate recommendations,
whereas our approach does.

The textual content of posts has been used in other Red-
dit applications unrelated to community recommenda-
tion. For example, (Chandrasekharan et al. (2019) con-
struct a model that helps Reddit moderators detect posts
and comments that violate community guidelines (e.g.,
hate speech, pornography, etc.) [Tan and Lee (2015
study the patterns in the trajectories of Reddit user be-
havior across multiple subreddits.

Furthermore, while Twitter and Reddit have been used
as sources for social media text in other publica-
tions (Pak and Paroubek, 2010; [Petrovic et al., 2010;
Weninger et al., 2013), the work that we’ve surveyed did
not release their processed datasets for other researchers
to use. To the best of our knowledge, no previous work
has organized Reddit data into a form suitable for creat-
ing text-based recommender systems or provided base-
lines for such systems. Our corpus provides a way to
generate reproducible results in this area.

Other social media datasets have been used for text-
based recommender systems. [Lan et al. (2018)) propose
a topic model based on point processes to recommend
relevant discussion threads to students on the Coursera
website to facilitate social learning. Risch and Krestel
(2020) predict whether users will engage with other
user-generated comments on the Guardian newspaper
website. Recommender systems that use text as part of
their input have been examined in the context of books
(Mooney and Roy, 2000), news articles (Lu et al., 2015)),
scientific articles (Popescul et al., 2001), etc.

There is a substantial body of work that studies hate
speech, political polarization, disinformation, and other
related phenomena on social media. (Chandrasekharan
et al. (2017) study the reduction in hate speech on Red-
dit after a 2015 ban on selected subreddits. [Tucker et
al. (2018)) provide a comprehensive survey of the litera-
ture on disinformation and polarization on social media.
However, previous studies of Reddit data did not pub-
lish the corpora that the researchers used, which causes
difficulties for other researchers who are attempting to
build upon prior work or reproduce those findings.

5. Discussion

The Engage corpus provides a realistic, large-scale
dataset for constructing text-based recommender sys-
tems. We expect that this resource will help researchers
build and better understand the systems that affect user
interactions with online groups on social media. We
also show that leveraging user-generated text can result
in recommendations that drive more user traffic to con-
troversial subreddits. We hope that future work will
explore techniques to avoid this phenomenon.
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