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Abstract

In recent years, the use of voice assistants has rapidly grown. Hereby, above all, the user’s speech data is stored and processed on
a cloud platform, being the decisive factor for a good performance in speech processing and understanding. Although usually,
they can be found in private households, a lot of business cases are also employed using voice assistants for public places, be
it as an information service, a tour guide, or a booking system. As long as the systems are used in private spaces, it could be
argued that the usage is voluntary and that the user itself is responsible for what is processed by the voice assistant system. When
leaving the private space, the voluntary use is not the case anymore, as users may be made aware that their voice is processed in
the cloud and background voices can be unintendedly recorded and processed as well. Thus, the usage of voice assistants in
public environments raises a lot of privacy concerns. In this contribution, we discuss possible anonymization solutions to hide the
speakers’ identity, thus allowing a safe cloud processing of speech data. Thereby, we promote the public use of voice assistants.
Keywords: voice assistant, public recordings, speaker anonymization

1. Introduction

The topic of data protection is becoming increasingly
important today. In the field of voice assistants, there
have been many discussions in recent years dealing with
the protection of personal data (Schonherr et al., 2020;
Siegert et al., 2021). Most current applications of voice
assistants focus on the use of own assistant systems in
private environments, but there are many applications
possible where voice assistants can be employed in pub-
lic spaces (i.e., museum guides, self-shopping support,
etc (Porcheron et al., 2018; Lopatovska and Oropeza,
2018; Steven et al., 2017). In this context, the discussion
is intensified on the one hand, as speech applications
have rapidly grown and by their convenience of use
along with outstanding speech understanding even in
difficult acoustic environments. On the other hand, by
the fact that for the first time, technical systems not
just process personal data that can be used to identify
users but directly use the voice as personal (biomet-
ric) data for the interaction. Furthermore, when using
voice assistants, users are getting aware (often for the
first time) that their data is processed in the cloud. The
implications of a privacy breach in regard to speech
data and possible solutions are extensively presented
in (Tomashenko et al., 2021; Siegert et al., 2020a).
From a legal perspective, the protection of personal data
is often limited to the country or jurisdiction in which
the person lives. Other jurisdictions may have incompat-
ible privacy policies which forbid to transfer any private
data between them (Nautsch et al., 2019). In recent
years, attempts have been made to draft agreements and
decisions between the European Union and the United
States of America in the field of data protection. The
goal of each of these negotiations has been to reach an
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agreement on how to securely transfer personal data of
citizens of European member states to the United States
of America, based on the European Data Protection Di-
rective. The resolutions negotiated to date have been
progressively declared unworkable (European Court of
Justice (Grand Chamber), 2020).

Especially, the aim of the GDPR to “enhance individ-
uals’ control and rights over their personal data and to
simplify the regulatory environment” could cause practi-
cal implications on the use of voice assistants for public
applications. Regarding the processing of the content
of the transmitted data itself, this may not be crucial
(at least) for information-providing systems, as users
can be informed beforehand that their request will be
processed and no personal data should be given. Re-
cent field studies using a public voice assistant service
showed that users do not tend to disclose private infor-
mation (Siegert, 2020). But, in terms of the voice data
itself, this is not possible, as users can be clearly iden-
tified by their voice, and a (recognizable) voice profile
can be created. Thus, it could be possible to not only
identify users based on their voice profile, but also to
carry out additional voice analyses, such as the current
mood or affect, which are shown to have an influence
on the shopping experience.

A possible solution to prevent the identification of users
by their voice is to rely on anonymization techniques.
Anonymization has the advantage that truly anonymized
data are not subject to the GDPR and as such can in prin-
ciple be freely processed. But according to the GPDR,
anonymization should take into account two parts, 1)
that it is irreversible and 2) that it is done in such a way
that it is impossible (or extremely impractical) to iden-
tify the data subject (WP29 (Article 29 Data Protection



Working Party), 2014). What does that imply for the
use of voice assistants in public spaces? To answer that
question, we formulated several assumptions:
» Users usually make only a few requests to the voice
assistant.
¢ The anonymization should work regardless of the
speaker’s language, accent, sex, or gender.
* The anonymization should be fast, i.e., without a
distracting delay in the interaction.
¢ The anonymization should run locally, indepen-
dently of the voice assistant, and should also pro-
vide an audio stream.
In the following, three anonymization techniques are
presented and their implication and outcomes are dis-
cussed. Hereby, we limit the utilized methods to work
without a training phase, as we identified that as the
most critical issue during the interaction with voice as-
sistants. We believe that for a satisfying speech-based
interaction, one-shot anonymization should be aimed so
that the users can directly utter their commands which
will be anonymized “on-the-fly”.

2. Utilized Anonymization Techniques

2.1. McAdams coefficient
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Figure 1: Pipeline of McAdams coefficient-based
speaker anonymization, taken from (Patino et al., 2020).
The angle ¢ of non-zero imaginary poles are raised to
the power of McAdams coefficient a.

The anonymization technique using the McAdams co-
efficient («v) adjusts the timbre or spectral envelope, by
frame-wise shifting the formant positions (Patino et al.,
2020). Formats describe the spectral maximum result-
ing from an acoustic maximum of the human vocal
tract and their location defines the peculiarity of spe-
cific phonemes (i.e. a unit of sound that distinguish
words, as letters would do for written language). Due
to anatomic differences in the vocal tract of humans,
the formants for the same phoneme of different humans
underlie specific variations. Therefore, slight variations
to the formant positions obscure the speaker charac-
teristics but preserve the produced sound, cf. (Siegert,
2015). Therefore, the formant positions have to be esti-
mated from the original’s speaker formants (i.e. speech
analysis), then the formant shift has to be applied and
afterwards, the speech including the shifted formants
has to be re-produced (i.e. speech synthesis).
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To get an estimation of the source (i.e. residuals) and
filter (i.e. representation of the formants) coefficients, a
Linear Predictive Coding (LPC) is utilized. The filter co-
efficients are used to determine the shift in the non-zero
imaginary terms of the poles (determined by «) and then
converted back to LPC coefficients and together with
the residual used to resynthesize the new anonymized
speech frame in the time domain. This drafted approach
requires neither training nor large amounts of training
data. It simply alters the original speech using signal
processing techniques to change the voice impressions
of the speaker (Sinha and Siegert, 2022).

2.2. Real-time voice changer

A Real-time voice changer is usually a device or soft-
ware, which can change the impression of a voice by
changing the tone or pitch of a voice, adding distortions
to the user’s voice, or combining the previous methods
in various ways. During the current analyses, we relied
on Voxal from NHC software offering good usability.
Besides the amplification or attenuation of some fre-
quency components, high and low passes are often used
as pre-configuration in voice changers. As high-pass fil-
ters had a very high fundamental frequency when being
applied to female voices, we observed some problems
for male voices using the same setup. Consequently,
male speakers are very difficult to understand, since im-
portant fundamental frequencies are no longer present.
The opposite case led to similarly poor results. Thus, to
have an anonymization technique that works for several
speakers without having to manually tune it individu-
ally, a very careful approach in setting the various filter
options is necessary.

2.3. TTS-based anonymization

For comparison, we also included a TTS-based
anonymization and relied on eSpeak. eSpeak is a com-
pact open-source speech synthesizer. It uses a “formant
synthesis” method, allowing many languages to be pro-
vided in a small size (Phutak et al., 2019). The speech
is clear, and can be used at high speaking rates, but is
not as natural or smooth as larger synthesizers which
are based on human speech recordings. The advantage
of formant synthesis is that it needs less computation
and generates reliably intelligent speech output even
at very high speeds with small memory footprint for
the engine and its voice data and can therefore be eas-
ily included in IoT devices without huge performance
loss. In the current contribution, the main purpose of
the TTS anonymization is to serve as a ground truth to
evaluate the anonymization success of the McAdams
and real-time voice changer.

3. Experimental Setup
3.1. Dataset

We used spontaneous interactions between humans and
a voice-assistant from the “Voice Assistant Conversa-
tion Corpus” (VACC), cf. (Siegert, 2020). It consists of



high-quality device-directed and human-directed Ger-
man spontaneous speech, recorded by 13 male and 14
female speakers of a mean age of 24 & 3.32 years. The
recordings took place in a living room-like surround-
ing so that the participants could get into a more infor-
mal communication atmosphere compared to a labora-
tory setting. In this analysis, we only used the device-
directed speech, which comprise approximately 3,800
utterances with an average length of 2.3s (min: 0.02s
and max: 6.09s).

3.2. Anonymization Ability

A pre-trained speaker recognition model (VGG Vox) was
used to test the identification ability of the anonymized
speech samples. It is based on a VGG-M architecture
and adapts a deep-CNN architecture, cf. (Nagrani et
al.,, 2017). The model was trained on a large-scale
dataset called VoxCelebl, consisting of over 140,000
utterances by 1,251 celebrities with a wide range of dif-
ferent ages, accents, nationality, etc. Ergo, the model
learns speaker-specific cues and prosody mannerisms
comprehensively. Furthermore, we use the missrate or
false negative rate (FNR), i.e., the number of times the
predicted speaker is not the same as the actual speaker.
A euclidean distance is used to classify the speaker ID
by comparing the speech feature vectors from the test
speech, here anonymized speech, with all the enrolled
speakers’ speech feature vectors. A score of O or 1 is
assigned according to the speaker ID prediction to refute
or confirm the test speaker, respectively.

3.3. ASR Performance

In order to evaluate the degradation in intelligibility
caused due to anonymization is measured by Word Er-
ror Rate (WER). We used a popular ASR, by Google,
that performs well to recognize spontaneous speech, as
identified in previous studies (Silber-Varod et al., 2021;
Siegert et al., 2020b). The recognized ASR transcrip-
tion is compared with a reference text to calculate the
WER by counting the number of substituted (S), deleted
(D) and inserted (I) words against the total number of
words (N) in the reference text. In previous experiments,
we identified a WER for the original dataset of 0.09 in
average (Siegert et al., 2020b).

4. Results

Using device-directed utterances from the 27 speak-
ers of VACC, we generated anonymized speech using:
i) McAdams coefficient and ii) eSpeak TTS synthe-
sizer, and iii) Voxal voice changer. In the first method,
the McAdams coefficient « is set to 0.8, achieving a
good compromise between anonymity and ASR perfor-
mance, identified in previous experiments (Sinha et al.,
2022). Whereas for eSpeak, synthesized speech sam-
ples are simply generated by providing the transcription
of each speech sample. For Voxal, a specific general
configuration consisting of a pitch shifters and ampli-
fiers was utilized. The in such a way altered speech is
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the anonymized speech, which is then used to further
evaluate the success of anonymity and degradation in
ASR performance.

Table 1: Anonymization ability and ASR performance
of the analyzed techniques.

Anonymization technique  Missrate (in %) WER
McAdams (o = 0.8) 38.72 0.18
eSpeak 83.21 0.68

Voxal 70.11 0.30

We evaluated speaker anonymization and the ASR per-
formance. The overall results regarding ASR intelligibil-
ity, measured as WER, and performance in anonymiza-
tion, measured as missrate, are given in Table 1. Re-
garding the WER it can be seen that all anonymization
techniques result in a worse WER than the original sam-
ples. Hereby eSpeak results in a quite high WER and
thus a very low ASR intelligibility. The best WER can
be observed with the McAdams technique. Regarding
male and female speakers, no difference in the WER is
observable.

Regarding the missrate, in first sight Voxal and eSpeak
result in a better anonymization, but this is due to the
much lower ASR intelligibility. When distinguishing
male and female speakers it is apparent that for male
speakers the missrate is significantly lower than for fe-
male speakers, i.e. female speakers achieve a better
anonymity, see Fig 2. For the TTS-based system, we are
a bit surprised that such a large amount of TTS-voices
can fool the automatic speaker verification at all, as the
listening impression of the generated voice is quite dif-
ferent from the original sample. Furthermore, it could
be assumed that a TTS-voice which is obviously not one
of the original speakers will never be identified as one
of the known speakers. We assume that this observation
is connected to the way the voice samples and the previ-
ously trained voiceprints are compared (distance-based
similarity measure). The differences in the miss-rate
between male and female speakers could be just partly
explained by the fact, that we use a male TTS-voice, as
also Voxal and the McAdams coefficient show a similar
gender bias. It seems as for female speakers a higher
anonymization could be achieved. With original, i.e.
non-anonymized data, the speaker identification model
does not show this behavior. Therefore, we assume that
during the anonymization specific female speaker char-
acteristics are changed, while being left unchanged for
male speaker. But additional experiments are needed to
test thy hypothesis.

5. Conclusion

In this contribution, we discuss several possibilities to
allow a fast anonymization without a speaker adaption
phase, usable for one-shot speaker anonymization while
interacting with public voice assistants. We compared a
formant shift algorithm and a real-time voice changer,
for comparison we also included a TTS system. To eval-
uate the success of the anonymization, we measured the



100 |
80 |
60 |
40 |
20 |

] BE McAdams Bl eSpeak Bl Voxal

Missrate (in %)

Male Female

Figure 2: Comparison of miss-rate performance.

anonymization ability using a pre-trained speaker recog-
nition model and the corresponding data. Furthermore,
we evaluated the ASR performance using a state-of-the-
art cloud based ASR-service. Regarding the anonymiza-
tion, we could show that for the selected techniques,
anonymization ability and ASR performance are con-
nected. With this actual available one-shot anonymiza-
tion techniques, it is not possible to achieve both a good
ASR performance and a good speaker anonymity, so far.
This approach maybe suitable for short interactions and
many users. Especially, if the speech content itself does
not contain personal information, which is often the case
for public voice assistant interactions for information
purposes, cf. (Kisser and Siegert, 2022).
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