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Abstract

Annotation of unlabeled textual corpora with
linguistic metadata is a fundamental technol-
ogy in many scholarly workflows in the dig-
ital humanities (DH). Pretrained natural lan-
guage processing pipelines offer tokenization,
tagging, and dependency parsing of raw text si-
multaneously using an annotation scheme like
Universal Dependencies (UD). However, the
accuracy of these UD tools remains unknown
for historical texts and current methods lack
mechanisms that enable helpful evaluations by
domain experts. To address both points for
the case of Modern Historical Japanese text,
this paper proposes the use of unsupervised do-
main adaptation methods to develop a domain-
adapted language model (LM) that can flag in-
stances of inaccurate UD output from a pre-
trained LM and the use of these instances to
form rules that, when applied, improves pre-
trained annotation accuracy. To test the efficacy
of the proposed approach, the paper evaluates
the domain-adapted LM against three baselines
that are not adapted to the historical domain.
The experiments conducted demonstrate that
the domain-adapted LM improves UD annota-
tion in the Modern Historical Japanese domain
and that rules produced using this LM are best
indicative of characteristics of the domain in
terms of out-of-vocabulary rate and candidate
normalized form discovery for “difficult” bi-
gram terms.

1 Introduction

Annotating unlabeled corpora with linguistic meta-
data is a fundamental task in many scholarly work-
flows in the digital humanities (DH) (Aurnham-
mer et al., 2019; Kirschenbaum, 2007). These
can benefit from the application of “off-the-shelf”,
or pretrained, natural language processing (NLP)
pipelines that supply tokenization, tagging, and
dependency parsing simultaneously using an anno-
tation scheme like Universal Dependencies (UD)
(Nivre et al., 2020). For these tools to warrant any
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integration, the annotations produced must be ac-
curate for the target corpus under study and enable
helpful evaluation by domain experts. Current ef-
forts have prioritized the former as the accuracy of
pretrained UD tools remains unknown for histori-
cal texts sampled from domains that are different
from pretraining domains (Suissa et al., 2022).

In applications to historical text in East Asian
languages like Chinese and Japanese that can be
written without specifying word boundaries, sub-
stantial errors in word segmentation can result in
degraded accuracy of resulting dependency pars-
ings (Yasuoka, 2020). The insufficiency of the
vocabulary used by pretrained UD tools can be a
major source of errors in word segmentation. Con-
sequently, a straightforward application is likely
not possible without extensive manual revision by
domain experts and the process can be prohibitive
when corpus size is large (Shirai et al., 2020).

Recent work in NLP has addressed the accuracy
of sequence labeling tasks (e.g., word segmentation,
part of speech annotation, named entity recogni-
tion) for historical materials through unsupervised
finetuning of pretrained contextualized word em-
beddings using transformer-based language models
(LMs) (Han and Eisenstein, 2019; Manjavacas and
Fonteyn, 2022). These finetuned LMs are capable
of capturing useful high-level features about the do-
main without requiring any labels from the target
corpus. The improvements are encouraging, yet,
the usefulness of a transformer-based method for a
domain expert remains unknown. The lack of su-
pervision in these methods means that direct mech-
anisms for finetuning the LM other than through
the training data used are beyond the control of a
domain expert. Put another way, the explicit repre-
sentations of domain knowledge that occur during
manual revision of pretrained output is not possible
with current NLP for adapting pretrained LMs to
historical corpora.

In prior work, Bonnell and Ogihara (2022) pro-
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posed a rule-based expert system for the case of
Modern Historical Japanese corpora that generates
accurate UD annotations using a set of handcrafted
rules. The rules compose a two-parted workflow
that (1) normalizes non-standard lexical variants to
a more canonical form so that the normalized text
can receive a more accurate parsing by a pretrained
tool, and (2) an assignment step where the updated
UD is then linked to word forms from the original
text. Figure 1 shows an overview. The use of rules
allows for immediate improvement in UD anno-
tation for out-of-vocabulary terms by parsing de-
pendencies using substituted terms that are present
in the vocabulary, and then restoring the historical
forms in the parsed sentence. Moreover, each rule
forms a direct application of domain knowledge
and supports human comprehension. However, be-
cause rule generation cannot proceed without man-
ual review, the workflow can be a time intensive
undertaking when the number of rules needed to
achieve improved accuracy is not known.

This paper aims to enrich the rule-based expert
system by incorporating it into a workflow that is
usefully guided by a pretrained LM adapted to the
domain of Modern Historical Japanese. The contri-
butions of the proposed workflow are as follows:

* Use of domain adaptation methods to train a
LM that can flag instances of incorrect UD
output from a pretrained tool not adapted to
the historical domain.

Automatic generation of a rule set from
flagged differences in UD output using a
domain-adapted LM trained with the masked
language modeling objective. The developed
rule set can be directly used to enhance a rule-
based system for linguistic UD annotation.

The domain-adapted LM improves pretrained
UD annotation in the historical domain and
rules suggested using this LM are best indica-
tive of unique characteristics of the domain
when compared to baseline methods, in terms
of out-of-vocabulary rate and candidate rule
discovery for “difficult” bigram terms.

The proposed method offers improved UD accu-
racy for Modern Historical Japanese corpora while
also enabling useful evaluations by a domain ex-
pert. This can serve as welcome news to DH schol-
ars who would like to make more frequent use of
transformer-based NLP methods in their scholar-
ship.
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Figure 1: Overview of the rule-based expert system. In
this example, the rule ‘)R 5~\"— /= & 2’ is applied to
the sentence ‘TR FNERNELHT LT HH . .
After string replacement of the left-hand side with the
right-hand side, the normalized sentence is submitted to
a pretrained UD tool for annotation. The updated UD
returned is then aligned with historical word forms (i.e.,
“ft43\’) from the source text.

2 Related Work

Gururangan et al. (2020) has shown that continued
pretraining of large pretrained language models
using unlabeled data from the task domain yields
improvements in task performance for both small
and large corpus sizes. The literature is rich with
proposals applying pretraining strategies in differ-
ent domains (Gururangan et al., 2020; Desai et al.,
2020). These methods have also been successfully
applied in the case of historical texts (Manjavacas
and Fonteyn, 2022; Han and Eisenstein, 2019).

Universal Dependencies (UD) is a community
effort for cross-linguistic annotation of grammar
(parts of speech, morphological information, and
syntactic dependencies) (Nivre et al., 2020). Re-
cent methods have been put forward for generating
UD annotations using transformer-based language
models, e.g., BERT and ELECTRA, as a backbone
(Kondratyuk and Straka, 2019). These are also
available for generating UD from Japanese text
input. (Yasuoka, 2022; Matsuda et al., 2019). How-
ever, the transfer of adaptive BERT models when
using these methods for the case of historical text —
and specifically historical Japanese text — remains
to be evaluated thoroughly.

The need for helpful evaluations of NLP-based
tools is gaining traction in the DH community
(McGillivray et al., 2020; Suissa et al., 2022). In
the case of historical Japanese, Shirai et al. (2020)
trains a combination of UDPipe and CRF++ for
sequence labeling using training data made avail-
able through the labor-intensive corrections done
by domain experts. To the best of our knowledge,
this paper is the first to address the applicability of



already pretrained tools through domain adaptation
methods and the use of a pretrained neural archi-
tecture as a mechanism for enhancing an expert
system that generates UD annotations for the case
of Modern Historical Japanese corpora.

3 Method

3.1 Data and Model Selection

We adopt the Taiyo (A P%) magazine as a his-
torical corpus of written Japanese published by
Hakubunkan and maintained by the National Insti-
tute for Japanese Language and Linguistics (ININ-
JAL) as part of its Corpus of Modern Japanese.
Taiyo was the best-selling general interest maga-
zine during the Meiji (HA7fi) and Taisho (K IF)
periods (1895-1925) and contains 3400 documents
written by 1000 different writers. The magazine
saw significant changes in literary and colloquial
writing during this period where both styles can
coexist within the same article (Maekawa, 2006).
Taiyo is made available without any linguistic meta-
data and, therefore, obtaining ground truth UD an-
notations for the corpus is not possible.

For application of domain adaptation methods,
we reference the Balanced Corpus of Contempo-
rary Japanese (BCCWJ), a large corpus of con-
temporary written Japanese and Japan’s first 100
million words balanced corpus (Maekawa et al.,
2014).2 UD-Japanese-BCCWIJ 2.8 is a UD re-
source curated from BCCWJ and contains UD an-
notations from the core (edited) portion of BC-
CWIJ (1980 documents; 57K sentences) (Asahara
et al., 2018). To augment the labeled data avail-
able, we incorporate UD-Japanese-GSD, another
UD Japanese resource from Google Universal De-
pendency Treebanks v2.0 (Asahara et al., 2018).
Finally, for evaluation of our methods against the
Modern Historical Japanese domain, we appeal to
the UD-Japanese-Modern treebank, a small UD an-
notation corpus based on samples from the Meiroku
Zasshi corpus in NINJAL’s Corpus of Modern
Japanese where Taiyo is also sourced from (822
labeled sentences) (Asahara et al., 2018).3

"Due to the presence of copyrighted text, the Taiyo corpus
is not publicly available and obtaining the entire contents
is possible only through DVD (CD-ROM) purchase through
NINJAL.

2The OW, OB, OM, and OL registers have the longest
coverage in the corpus, spanning 30 years from 1976-2005.
DVD (CD-ROM) purchase is also required for access due to
copyrighted articles.

$More specifically, the Meiroku Zasshin samples in the
UD-Japanese-Modern resource are sourced from CHJ Meiji /

32

CEEDE EEm
Coooe DEe
ooEn  momn
oo o [ ]

CoppE CEo
Copme oo
oo | on oo SRR

google  beowj  jawiki

1895 1901 1909 1917 1925

meiroku

Figure 2: Heatmap matrix showing similarity between
data sampled from target and pretraining domains. Sim-
ilarity is defined as the percentage overlap in the top
10K words gathered from each sample. Texts are tok-
enized with MeCab initialized using UniDic for Modern
Literary Japanese (Ogiso et al., 2013). ‘1895, ‘1901’,
‘1917°, and ‘1925’ refer to publication year of texts
sourced from Taiyo. The other samples compared with
here: ‘meiroku’ (from Meiroku Zasshi), ‘google’ (from
UD Japanese GSD), ‘bcewj’ (from UD Japanese BC-
CWIJ), and ‘jawiki’ (from Japanese Wikipedia).

Pretrained models that generate Japanese UD
annotations are selected based on the pretraining
data used and if a significant difference in the vo-
cabulary is observed between the pretraining do-
main and the Modern Historical Japanese domain.*
This is also done in expectation of workflows in
production where only a pretrained tool trained
strictly on contemporary text is available. These
models: (1) GiINZA (5.1.0), an ELECTRA-based
model pretrained on large web crawl of Japanese
text and UD Japanese BCCWJ r2.8 (Matsuda et al.,
2019), and (2) esupar (1.1.5), a BERT-based model
for UPOS prediction that also trains a BiLSTM
with deep biaffine attention for dependency parsing
(Yasuoka, 2022). esupar can be initialized using
different models and we select KoichiYasuoka/bert-
base-japanese-char-extended that is pretrained on
Japanese Wikipedia. Figure 2 shows a heatmap
quantifying vocabulary similarity in the selected do-
mains by comparing overlap in the top 10K words
from samples collected in each domain. Low simi-
larity observed between Taiyo and pretraining do-

Taisho Era Series 1: Magazines.

*For the case of Japanese, several pretrained BERT models
exist where the pretraining data used is similar to the histor-
ical domain where Taiyo is sourced form. However, for the
purposes of the research questions forwarded here, we do not
include said models here.



Task-

Corpus UD Labels? Domain specific Rule Set

Tuning Training Generation
Taiyo v v
UD-Japanese-BCCWJ v v v
UD-Japanese-GSD v v v
UD-Japanese-Modern v

Table 1: Overview of the corpora used at each phase in
the workflow.

mains offer credence to domain adaptation methods
for this kind of data.

3.2 Workflow

We develop a domain-adapted LM that can predict
accurate UD in the Modern Historical Japanese do-
main by employing pretraining methods that can
enable transfer between disparate domains. We
base our approach on the training steps proposed
in Han and Eisenstein (2019) and treat Taiyo as a
target corpus of unlabeled data, and UD-Japanese-
BCCW]J and UD-Japanese-GSD as labeled source
corpora. Then, following Yasuoka (2022), we train
a combination of BERT and a BiLSTM-based neu-
ral biaffine network for UPOS and semantic de-
pendency parsing prediction, respectively. The re-
sulting domain-adapted LM is subsequently used
for generating a rule set that brings improved pre-
trained UD annotation in the historical domain. Fig-
ure 3 presents an overview of the workflow and
Table 1 shows the role of the corpora along each
phase. Our code for realizing these steps are pub-
licly available.’

3.2.1 Domain tuning

In this phase we fine-tune the BERT contextualized
embeddings through continued pretraining on the
dynamic masked language modeling (MLM) ob-
jective in the target domain. Ten random maskings
are generated for each sample and, in each mask-
ing, 15% of the tokens are randomly masked as per
Han and Eisenstein (2019). Three epochs are done
over the masked data. We use all unlabeled training
samples from the Taiyo corpus and add unlabeled
samples from the training splits in UD-Japanese-
BCCW]J and UD-Japanese-GSD. The maximum
sequence length is set to 50 and we segment the
text into chunks of this size; we find empirically
that using smaller segments for this data helps drive
down the training loss when compared to larger se-
quence lengths.

Shttps://github.com/jerrybonnell/
adapt—-esupar
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Figure 3: Component diagram showing different steps
and outputs in the workflow.

3.2.2 Task-specific training

We develop two models for simultaneous predic-
tion of UPOS and dependency parsings using the
domain-tuned BERT. To learn the former we fine-
tune the contextualized embeddings on the UPOS
labeling objective using only labeled samples from
the training splits in the source corpora; no labels
from the target corpus are used during learning of
the prediction model.

For learning the latter, the contextualized em-
beddings from the fine-tuned LM are then used as
an embedding layer in a BILSTM-based neural bi-
affine network for learning dependency parsings.
The BiLSTM model is also trained using only la-
beled dependencies from the source corpora. An
implicit assumption of this step is that the addi-
tional transfer of the fine-tuned contextualized em-
beddings to the BiLSTM-based model is useful for
generating improved UD annotations in the target
domain.

3.2.3 Generating a rule set using the
domain-adapted LM

A domain-adapted LM that can produce accurate
UD in the Modern Historical Japanese domain can
be used to flag instances of inaccurate UD output
generated by a pretrained LM. These flagged dis-
crepancies provide critical regions where potential
rules can be generated. Consistent with Bonnell
and Ogihara (2022), we restrict our attention to
differences only in the FORM field and define a
rule as a mapping from a historical word form to
a normalized usage such that, after rule applica-
tion and submission of the normalized sentence
to a pretrained system, the output FORM, UPOS,
and DEPREL fields of the domain-adapted and pre-
trained LM become identical. Figure 4 provides an
overview of this module.

We focus specifically on prediction of two-
character bigrams consisting of at least one kanji
character that are misclassified by a pretrained LM.
Instances of this form are raised using sentences
from the testing split of the Taiyo corpus. The mis-
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Table 2: Example flow showing candidate normalized form discovery for the flagged bigram ‘2 ¢’ in the context
sentence ‘M7 FICHATIIMIZ £ TH 2O ZREIT 2 HEICEDRIT T S8 L B L., ” where predicted
UPOS and DEPREL for ‘2o’ is “DET” and “det”, respectively, according to ADAPT-ESUPAR. Normalized
forms are candidates when, after substitution in the respective context sentences, pretrained annotation consistently
aligns with the FORM, UPOS, and DEPREL fields given by ADAPT-ESUPAR for this term. Candidate normalized

forms here are marked with asterisks.

classified bigram directly composes the left-hand
side of the rule.

For discovery of candidate normalized forms
(that then compose the right-hand side), we apply
the domain-tuned BERT trained with a masked
language modeling (MLM) head. We collect all
contexts where the bigram appears in the Taiyo test-
ing set and, with respect to each context, separately
mask each of the two characters in the bigram and
generate the top 15 predictions for the masked to-
ken.

The masked predictions are used to substitute
the misclassified bigram term in its respective con-
texts, and are then submitted to a pretrained LM
for UD annotation. Predicted terms are ranked best
if, after substitution, UD supplied for the bigram
in the parsed sentence consistently aligns with the
domain-adapted LM annotation in terms of FORM,
UPOS, and DEPREL fields. Table 2 demonstrates
an example flow. The best ranked predicted terms
compose a candidate normalized form list that can
be further curated by a domain expert, and used to
supplement and expand the rule set used to guide
the rule-based expert system.

4 Evaluation

A prerequisite to using a domain-adapted LM to en-
rich the rule-based expert system is that it must first
produce accurate UD in the target domain. Because
Taiyo is unlabeled, we evaluate against ground truth
labels from similar corpora in the target domain us-
ing the UD-Japanese-Modern treebank. Moreover,
no canonical train-test split exists for Taiyo so we
randomly partition the documents in a 75%/25%
scheme (2121/707 documents) where the training
set is used for domain tuning and the testing set for
development of the rule set.

BERT and BiLSTM-based systems are imple-
mented in PyTorch using the HuggingFace trans-
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Figure 4: Flow diagram illustrating steps for rule gen-
eration using the domain-adapted LM. The goal of the
module is to develop candidate normalized forms that
can be used as substitutions for historical word forms.
The mapping from a historical word form to some can-
didate normalized form composes one potential rule.

formers (4.16.2) and esupar (1.1.5) libraries, re-
spectively. Furthermore, we use the parallel shell
tool for achieving speed-ups during UD annotation
work (Tange, 2011). All experiments are performed
on an NVIDIA Tesla P100 GPU.

4.1 Systems

We evaluate the following four systems:

* ADAPT-ESUPAR. This system fine-tunes the
contextualized embeddings on unlabeled data
from the source and target domains, and then
applies task-specific training using source do-
main labeled data from UD-Japanese-BCCW]J
and UD-Japanese-GSD.

FINETUNED-ESUPAR. This baseline omits
the domain tuning step and only applies task-
specific training using labeled data from the
source domain.

OMIT-ESUPAR. This baseline omits any
samples from the target domain. It applies
domain tuning using only unlabeled data from
the source domain, and task-specific training
also using source domain labeled data.



¢ SUB-ESUPAR. This baseline substitutes all
target domain samples used during domain
tuning with an equal amount of unlabeled sam-
ples from the source domain collected from
the non-core portion of BCCW]J. Task-specific
training is then applied using source domain
labeled data.

All above systems use the pretrained BERT
model KoichiYasuoka/bert-base-japanese-char-
extended as a starting point, the same base used
for fine-tuning the default configuration used by
esupar. For evaluation, we draw comparisons with
the following two pre-trained UD annotation tools:

* ESUPAR. This pretrained tool is applied un-
der the default setting (KoichiYasuoka/bert-
base-japanese-upos), as described in Yasuoka
(2022). The systems are compared against its
output for flagging instances of inaccurate UD
output and generating bigram rules.

* GINZA. This pretrained tool, as described in
Matsuda et al. (2019), is used when evaluating
performance on ground truth labels from the
UD-Japanese-Modern treebank.

5 Results

The results we report in this section are designed to
answer the questions: (1) does the use of domain
adaptation bring an improvement in UD annota-
tion for the Modern Historical Japanese domain,
(2) when compared to baseline systems, do the
flagged instances raised by ADAPT-ESUPAR sug-
gest unique characteristics about the target corpus,
and (3) does the application of ADAPT-ESUPAR
bring the best discovery rate for potential rules in
the target domain?

5.1 Improving UD annotation in the target
domain

We evaluate each system against the UD-Japanese-
Modern treebank using the UPOS, UAS, MLAS,
LAS, and BLEX metrics defined in Zeman et al.
(2018), and incorporate performance from GINZA
into our results.® Table 3 reports F1 scores for each
system.

®We do not report results from the baseline ESUPAR as
the specification of its training data for task-specific training
are not made clear and we are unable to confirm whether
this treebank is used as part of any step during its training
procedure.
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Model UPOS UAS MLAS LAS BLEX
ADAPT-ESUPAR 74.04 71.63 3276  51.89 42.95
FINETUNED-ESUPAR | 70.28  64.44 29.41  47.42 3847
OMIT-ESUPAR 69.77  65.15 28.56 4749 38.12
SUB-ESUPAR 68.87 63.97 28.62 4739 38.17
GINZA 69.51 58.88 2426 4405 31.84

Table 3: F1 score performance on the UD-Japanese-
Modern treebank. Best score on a metric is bolded.

ADAPT-ESUPAR brings the most improvement
across all metrics when compared to GINZA, with
a4.53% improvement in UPOS prediction, 12.75%
in UAS, 8.5% in MLAS, 7.84% in LAS, and
11.11% in BLEX. Moreover, ADAPT-ESUPAR
also improves over the best performing baseline
(FINETUNED-ESUPAR) with a 3.76% improve-
ment in UPOS, 7.18% in UAS, 3.35% in MLAS,
4.47% in LAS, and 4.48% in BLEX.

We also find that smaller fine-tuned LMs can out-
perform larger generally-trained LMs on this tree-
bank. We compare the systems tested against the
generally trained UDify (Kondratyuk and Straka,
2019). All four systems improve on the BLEX
benchmark (35.47%; 7.48% improvement from
ADAPT-ESUPAR) and remain competitive across
other metrics.

5.2 Flagged FORM differences in bigram
prediction

We evaluate each system against ESUPAR by col-
lecting instances where bigrams predicted by the
system in the FORM field are split into denomina-
tions by ESUPAR, e.g., “F 1" is parsed as “K”
and “1”. To quantify the importance of these dis-
crepancies, we compare the degree of overlap in
the flagged instances found for each system. Figure
5 shows the overlap in bigram parsing differences
in the FORM field using a Venn diagram.

We observe heavy agreement in parsing differ-
ences among the four systems (33%). The sim-
ilarity drops off considerably for any other pair-
ing, however, there is notable agreement in the dif-
ferences found by SUB-ESUPAR, FINETUNED-
ESUPAR, and OMIT-ESUPAR (8%). Moreover,
the diagram indicates regions that are unique to
each system. SUB-ESUPAR has the largest share
of these differences (9%), ADAPT-ESUPAR the
second-largest (8%), and FINETUNED-ESUPAR
the lowest (5%).

We explore these differences further by looking
at the out-of-vocabulary (OOV) rate for bigram
terms in the unique regions. We define an OOV
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Figure 5: Venn diagram of differences in bigram parsing
among the 4 tested systems. System names are abbrevi-
ated, e.g., "OMIT-ESUPAR" is shortened to "OMIT".

term as any bigram that does not appear in the
source domain training set: the concatenation of
UD-Japanese-BCCWIJ, UD-Japanese-GSD, and the
samples collected from the non-core portion of
BCCW!/J. We find that for bigrams from these re-
gions ADAPT-ESUPAR incurs the highest OOV
rate (75.3%). For baseline systems, SUB-ESUPAR
yields a 71.7% OOV rate, OMIT-ESUPAR 71.7%,
and FINETUNED-ESUPAR 69.7%. Moreover, bi-
grams from the region consistent among all four
systems incur the lowest OOV rate (67.8%).

5.3 Candidate normalized form discovery for
difficult bigram terms

A prerequisite to rule generation is the discovery of
candidate normalized forms that can serve as substi-
tutions for bigram terms misclassified by ESUPAR.
To determine whether ADAPT-ESUPAR offers the
best potential for generating these candidates when
compared to baseline systems, we focus specifi-
cally on bigram terms that are “difficult.” Meaning,
assuming that ADAPT-ESUPAR parsing is accu-
rate, bigrams where a system is unable to produce
any candidate normalized forms that, after substi-
tution and submission to ESUPAR for annotation,
align with the parsing given by ADAPT-ESUPAR
for this term with respect to FORM, UPOS, and
DEPREL fields. We test each of the other 3 sys-
tems on a given system’s difficult bigram terms and
collect the percentage of those that contain at least
one candidate normalized form. In terms of the
Venn diagram in Figure 5, we apply this procedure
to bigrams from the consistent portion among the
4 systems. Figure 6 reports the results from this
experiment.

In terms of bigrams found to be difficult, we
observe systems are most successful when predict-
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Figure 6: Bar plot showing candidate prediction success
rate for “difficult” bigram terms. “Difficult” bigrams
are defined as bigram terms identified by some system
that do not contain any normalized forms that, accord-
ing to ADAPT-ESUPAR, bring an improvement in UD
annotation for that term when applied. X-axis shows the
system being tested and Y-axis shows the percentage of
difficult bigrams (with respect to another system) that
have at least one candidate normalized form predicted
by the tested system. System names are abbreviated.

ing bigrams from FINETUNED-ESUPAR (purple
bars). ADAPT-ESUPAR and SUB-ESUPAR are
both able to suggest candidates for 23.5% of its
terms. Conversely, systems appear to have the most
difficulty predicting terms from OMIT-ESUPAR
(orange bars). ADAPT-ESUPAR can suggest can-
didates for 16.7% of its bigrams, FINETUNED-
ESUPAR 10.2%, and SUB-ESUPAR 13.6%.

If performance is to be measured as a model’s
ability to maintain a high candidate suggestion rate
while also minimizing the rate for other models
to suggest candidates for its own bigrams, then
ADAPT-ESUPAR exhibits strong results on this
task. We find that, with respect to each model,
ADAPT-ESUPAR ceither ties for or has the highest
candidate prediction rate on the respective bigrams.
Moreover, candidate prediction rate on bigrams
from ADAPT-ESUPAR (black bars) is lower than
the rate ADAPT-ESUPAR delivers on the bigrams
from any other model. This observation does not
hold for other setups.

6 Discussion

Use of domain adaptation methods. A crucial
component of this research is determining whether
the application of domain adaptation methods is re-
quired for discovery of candidate normalized forms
that can be used for refinement of a rule-based ex-
pert system. While a large portion of the flagged
differences in bigram parsing are consistent among



the 4 systems tested here, we find these bigram
terms incur the lowest OOV rate and, therefore,
may not be best indicative of the lexical variants
that are unique to the target domain. When putting
this in context of rule generation, we also find that
ADAPT-ESUPAR is the system that exhibits the
best candidate discovery rate for difficult bigrams
in this region.

It is important to highlight contributions made
by our baselines. The domain tuned SUB-ESUPAR
is able to flag more unique instances in bigram pars-
ing than ADAPT-ESUPAR while only trading off
a 3.6% reduction in the OOV rate incurred when
compared to ADAPT-ESUPAR. It is only when do-
main tuning is excluded that deterioration in perfor-
mance becomes apparent. FINETUNED-ESUPAR
exhibits the lowest number of unique flagged in-
stances and candidate discovery rate, and every
other system finds most success when predicting
its difficult bigram terms. These results are indica-
tive of the effect of domain tuning and that any
domain tuning, notwithstanding the use of target
domain data in this step, is still able to bring im-
proved performance on these tasks.

However, this result is strongly dependent on the
source domain data used and the degree of over-
lap that exists between source and target domains.
While the overlap in vocabularies between Taiyo
and BCCW] is relatively small (=50%), the over-
lap that does exist may present BERT an opportu-
nity to learn useful representations about the target
domain from the unlabeled source domain data.
Nevertheless, the degree of difference in our results
is maximized when unlabeled samples from the
target domain are incorporated into domain tuning.

Enabling helpful evaluations by domain ex-
perts. The true test of the proposed workflow is the
value it creates for the domain expert. The flagged
instances direct attention to errors in pretrained
output that may be most egregious and the sug-
gested rules provide a mechanism for improving
that output in a manner that supports both human
comprehension and further manual revision. The
workflow, then, offers a more principled strategy
for manual labeling campaigns than by rote manual
revision of pretrained output.

Indeed, the potential rules that can be suggested
currently are limited by the single masked character
predictions that are possible under the constraint of
differences in two-character bigram tokenization.
The number of flagged instances can be increased
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by relaxing the constraint to include predicted bi-
grams that should be split into denominations and
formulations that involve more than two charac-
ters. In the case of the former, the current masking
strategy has a direct extension.

LM refinement using the rule-based expert
system. The current proposed workflow has made
use of a rule-based expert system that is usefully
guided by a domain-adapted LM. However, an in-
triguing implication of this work for the DH com-
munity is the possibility to apply the steps in the
reverse: using the expert system as a means to in-
form the training of a pretrained LM. Because the
output of the expert system is capable of bringing
improved UD annotation in the target domain, its
output can serve as a means for obtaining accurate
labeled target domain data that can then be used for
supervised task-specific training. This can serve
as an additional means for obtaining improved UD
annotation in the target domain while enabling the
process to be driven by the domain expert.’

7 Conclusion

This paper demonstrates the use of domain adapta-
tion methods for bringing improved UD annotation
in the Modern Historical Japanese domain. It incor-
porates a domain-adapted LM into a workflow de-
signed to enable evaluation by domain experts. Fea-
tures salient to this workflow: the domain-adapted
LM is deployed to flag instances of incorrect pre-
trained UD output and these are then used to form
rules that, when applied, improve annotation accu-
racy in these contexts. The rules can be used to
supplement and enrich a rule-based expert system.

Our experiments indicate that domain adaptation
is a necessary step to enable flagging of incorrect
UD output and generation of candidate normalized
forms that can be used to build a rule set. How-
ever, we find that the choice of source domain data
used for domain adaptation is significant, especially
when there exists considerable similarity between
data sampled from the source and target domains.
To best maximize this transfer, the source data sam-
pled should minimize similarity with the target do-
main. We are interested in exploiting associations
between degree of dissimilarity in domains and

"We recognize that fine-tuning LMs on labeled data from
the target domain can cause catastrophic forgetting in labeling
accuracy in the source domain (Han and Eisenstein, 2019).
Because the principal concern of this research is obtaining
improvement exclusively in the target domain, we consider
this side effect beyond the scope of this work.



margin of improvement brought by transfer learn-
ing in the context of historical texts. Future work
will also do well to explore metrics other than vo-
cabulary overlap for quantifying this similarity.

We hope to have the proposed workflow re-
viewed and evaluated by domain experts in the
future, and that this work can help pave the path
toward greater adoption of pretrained neural archi-
tectures into scholarly workflows in DH.
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