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Abstract
Word embeddings are an essential instrument in
many NLP tasks. Most available resources are
trained on general language from Web corpora
or Wikipedia dumps. However, word embed-
dings for domain-specific language are rare, in
particular for the social science domain. There-
fore, in this work, we describe the creation and
evaluation of word embedding models based
on 37,604 open-access social science research
papers. In the evaluation, we compare domain-
specific and general language models for (i)
language coverage, (ii) diversity, and (iii) se-
mantic relationships. We found that the created
domain-specific model, even with a relatively
small vocabulary size, covers a large part of
social science concepts, their neighborhoods
are diverse in comparison to more general mod-
els Across all relation types, we found a more
extensive coverage of semantic relationships.

1 Introduction

Word embedding models learn word representa-
tions from large sets of text so that similar words
have a similar representation. Models can be used
to find semantically related words, for example for
applications such as natural language understand-
ing. Technically, word embeddings are distributed
representations of words in a vector space (Bengio
et al., 2003) so that related words are nearby in
the space and can be found with distance measures
such as the cosine similarity (Mikolov et al., 2013).

In general, word embedding models are trained
on large and general language text collections, e.g.,
on Web corpora or on Wikipedia dumps. However,
there are some initiatives to create and evaluate
word embeddings for specific domains on a smaller
scale, for example, for computer science (Roy et al.,
2017; Ferrari et al., 2017), finance (Theil et al.,
2018), patents (Risch and Krestel, 2019), oil &
gas industry (Nooralahzadeh et al., 2018; da Silva
Magalhães Gomes et al., 2021), and especially in
the biomedical domain (Jiang et al., 2015; Chiu

et al., 2016; Zhao et al., 2018; Chen et al., 2018;
Moradi et al., 2020).

Word embeddings capture “precise syntactic
and semantic word relationships“ (Mikolov et al.,
2013). However, general and domain-specific
models can differ much in terms of included spe-
cialized vocabulary and semantic relationships
(Nooralahzadeh et al., 2018; Chen et al., 2018;
da Silva Magalhães Gomes et al., 2021). Intrin-
sic evaluation methods are used to test models for
these relationships (Schnabel et al., 2015; Glad-
kova and Drozd, 2016). In this work, we focus
on creating and evaluating word embeddings for
the social science domain and comparing them to
general language models.

Word embeddings are used in the social sciences
domain for a number of NLP tasks. Matsui and
Ferrara (2022) provide an overview of word em-
beddings techniques and applications in the social
sciences based on a literature review. Word em-
beddings are used, for example, for the extraction
of trends of biases or culture from data (Caliskan
et al., 2017), using vectors to define working vari-
ables that embody the concept or research ques-
tions (Toubia et al., 2021), or use reference words
and their semantic neighborhoods to analyze gen-
der terms and its relation to specific occupations
(Garg et al., 2018). Other applications are the pro-
cessing of scientific documents, for example the
extraction of acknowledged entities from full texts
(Smirnova and Mayr, 2022). For the retrieval of
specialized information, word embeddings can be
used for query expansion (Roy et al., 2022). All
these applications depend on meaningful word em-
beddings. The more precise the specialized lan-
guage is available in the vector space and the better
related terms are arranged in the vector space, the
better the applications work.
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2 Generation of Social Science Word
Embeddings

2.1 Corpora and Pre-processing

The Social Science Open Access Repository
(SSOAR)1 is a document server that makes sci-
entific articles from the social sciences freely avail-
able. At the time of this work, it contained
58,883 documents from which 37,604 were di-
rectly machine-readable. The rest was included
via links and was not directly accessible for us.
Most of the texts are written in German, followed
by English-language ones. The publication years
were mainly in the 2000s (min=1923, max=2020,
M=2006, SD=9.36).

Extracting raw text from PDF files has proven
to be an error-prone process, but is, on the other
side, a crucial part for the creation of word em-
beddings. A pre-evaluation with standard python
parsers showed massive problems, e.g., with word
separation. We evaluated five different PDF parsers
(PyPDF2, PyPDF4, PDFMiner, PDFBox, Tika)
with a random sample of 238 documents taken from
different publication years and with documents pro-
ducing a lot of errors. PDFBox2 showed the best
results. Since it has been meanwhile integrated
in Apache Tika,3 we chose this library for further
processing.

From the extracted raw texts, we built language-
specific corpus files by applying a number of clean-
ing steps. All texts were cleaned from the cover
pages, which are included in every SSOAR docu-
ment. All hyphens and line breaks were removed,
camel cases were separated using regular expres-
sions. We used a line-based identification of the
language based on word embeddings for language
identification,4 which helps to maximise content
for a specific language. Subsequently, numbers
in numeric form are converted to word numbers,
multiple spaces are merged, and all characters are
written in lower case. We use sentence-wise dedu-
plication based on a hash value and sort out dupli-
cate sentences. Finally, all texts were tokenized.
As a result, we got two corpus files for the German
and English languages. Table 1 gives an overview
of the count of tokens, vocabulary size, number of
raw data files, and the file sizes.

1https://www.gesis.org/ssoar/home
2https://github.com/apache/pdfbox
3https://github.com/apache/tika
4https://fasttext.cc/docs/en/language-identification.html

ssoar.de.txt ssoar.en.txt
Tokens 152,341,432 92,123,735
Vocabulary 1,678,657 367,574
Files 25,227 23,045
MB 1,076.31 540.49

Table 1: German and English corpus data files from
n=37,604 SSOAR documents.

2.2 Training of Word Embeddings

We rely on the fastText model (Bojanowski et al.,
2017) to train word embeddings. It uses a character-
based model based on the word-based skipgram
model (Mikolov et al., 2013). The representation
of a word is the sum of its n-grams with a default
size between three and six characters. German-
language word embeddings benefit from using such
a model due to the frequent occurrence of com-
pounds which can be captured with longer charac-
ter sequences (Bojanowski et al. 2017).

We used the fastText Python module for imple-
mentation. During the training, word embeddings
with different dimensions (100, 150, 200, 300, 500)
were created since the dimensionality of the mod-
els is a crucial parameter for the evaluation applied
here. We used default values for the other hyper-
parameters: For the number of iterations of the
data set, we apply five epochs, a learning rate of
0.05, five negative examples and a context window
of five by using the skip-gram model. The result-
ing word embeddings are open-source and can be
downloaded.5

2.3 Reference Knowledge Resources

In this evaluation, we aim to understand the im-
pact of domain-specific language on the availabil-
ity of specialized terms and semantic relations in
the models. We use the thesaurus for the social
sciences (TheSoz, Zapilko et al. 2013) as a ref-
erence knowledge resource. It contains 36,320
keywords with 5,986 descriptors, including the re-
lations broader, narrower, related, altLabel, and
30,334 non-descriptors that are either used synony-
mously or represent more general terms related to
a descriptor. Figure 1 shows the descriptor social
inequality with its related concepts.6

Additionally, as reference models and as a base-
line, we use the German word embeddings models
wiki.de7 offered by FastText and the fasttext model

5https://zenodo.org/record/5645048
6http://lod.gesis.org/thesoz/concept_10038124
7https://fasttext.cc/docs/en/pretrained-vectors.html
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Figure 1: The descriptor social inequality in its environ-
ment of broader, narrower, and related terms

deepset.de8 from Deepset. Both are trained on
the German Wikipedia with the skip-gram-model
and with 300 dimensions. Remaining with the ex-
ample of "social inequality", this concept has its
own Wikipedia page9. Links to other concepts re-
sult from the full text, the links in the text or the
Wikipedia category system.

3 Evaluation

In what follows, we evaluate word embeddings
trained on social science language versus those
trained on general language. We want to under-
stand the effects on domain-specific language cov-
erage, diversity, and semantic relationships. The
evaluation is performed with the German models,
since a larger part of the source texts is written in
German. These models are called ssoar.de in the
remainder of this paper.

3.1 Coverage

To evaluate the coverage of the models’ language
with respect to the social science domain, keywords
xi from the TheSoz are iteratively compared with
words in the vocabularies V (see Nooralahzadeh
et al. 2018 for a similar method). Ratio string sim-
ilarity from the Levenshtein Python C extension
module10 was used for the calculation of the word’s
similarity. We applied different thresholds s = 0.9,
s = 0.95 and s = 1 to find identical but also very

8https://deepset.ai/german-word-embeddings
9https://de.wikipedia.org/wiki/Soziale_Ungleichheit

10https://github.com/ztane/python-Levenshtein

ssoar.de wiki.de deepset.de
Vocab size 403,452 2,275,233 1,319,232
s=0.9 87.95 92.22 63.31
s=0.95 84.51 90.08 60.54
s=1.0 82.63 88.80 59.36

Table 2: Coverage of TheSoz keywords in the vocabu-
lary of different models (n=36,320 keywords)

similar terms. In the case of compound descriptors,
the result is only valid if all terms of a TheSoz
entry are included in the vocabulary of the model.
Since all ssoar.de models with different dimenions
are based on the same text corpus, the vocabulary
is identical, and we use the smallest model with
dimension = 100. We used formula (1) to com-
pute the coverage c for all n = 36, 320 keywords.

c =

∑n

i=1
xi ∈ V

n
(1)

Table 2 shows the results. The model wiki.de
shows a coverage in 88%-92%, ssoar.de in 82%-
88% and deepset.de only in 59%-63%. Thus,
wiki.de shows the best results, but also has a vocab-
ulary size five times larger. The other way around,
deepset is three times larger in vocabulary size but
shows worse results. This suggests that similarly
good results for covering domain-specific language
can be obtained with a small model trained on spe-
cialized texts compared to larger general language
models.

3.2 Diversity

To determine the diversity d of a model relative to
other models, we compare the neighbors related to
a TheSoz keyword. The procedure for determin-
ing diversity is described in Formula 2. For this
purpose, the nearest neighbors of the keywords xi
of two models (A and B) are compared. If the
intersection between the neighbors Axi and Bxi

corresponds to the empty set, the diversity between
the compared models increases with a return value
1 = true and 0 = false. Here, the number of
neighbors returned by the models is limited by the
top-k entries. To obtain the relative diversity, the
result is then divided by the number of keywords n
to be tested. This ensures comparability between
the different results.

d =

∑n

i=1
Axi ∩Bxi = ∅

n
(2)
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10 ssoar.100 - 0.23 0.19 0.47 1.19 21.59 44.30
ssoar.150 0.23 - 0.10 0.17 0.44 19.52 42.52
ssoar.200 0.19 0.10 - 0.08 0.17 18.81 42.29
ssoar.300 0.47 0.17 0.08 - 0.07 17.94 41.84
ssoar.500 1.19 0.44 0.17 0.07 - 17.56 41.63
wiki 21.59 19.52 18.81 17.94 17.56 - 25.81
deepset 44.30 42.52 42.29 41.84 41.63 25.81 -

50 ssoar.100 - 0.05 0.05 0.05 0.06 8.12 20.20
ssoar.150 0.05 - 0.05 0.05 0.06 7.16 19.07
ssoar.200 0.05 0.05 - 0.05 0.05 6.71 18.85
ssoar.300 0.05 0.05 0.05 - 0.05 6.31 18.53
ssoar.500 0.06 0.06 0.05 0.05 - 6.06 18.28
wiki 8.12 7.16 6.71 6.31 6.06 - 5.86
deepset 20.20 19.07 18.85 18.53 18.28 5.86 -

200 ssoar.100 - 0.05 0.04 0.05 0.05 3.82 7.70
ssoar.150 0.05 - 0.05 0.05 0.05 3.40 7.50
ssoar.200 0.04 0.05 - 0.05 0.04 3.06 7.31
ssoar.300 0.05 0.05 0.05 - 0.05 2.92 7.06
ssoar.500 0.05 0.05 0.04 0.05 - 2.79 7.00
wiki 3.82 3.40 3.06 2.92 2.79 - 1.20
deepset 7.70 7.50 7.31 7.06 7.00 1.20 -

Table 3: Diversity between models (n=36,320 TheSoz
keywords)

Table 3 shows the results of the evaluation
method described for all models, including the ref-
erence models and for the top-k 10, 50, 200 neigh-
bors. When looking at the results, it is noticeable
that the diversity between the ssoar models and
the reference model deepset.de consistently shows
the greatest differences. When compared with the
wiki.de model, the diversity to the ssoar.de model
is still high but shows roughly only half of the
values before. For the smallest top-k (k = 10),
the diversity between the two reference models is
even higher (25.81) than it is when comparing the
ssoar.de models with the wiki.de model (21.59). As
expected, the diversity decreases with increasing
top-k entries.

In addition, it can be seen that the use of fewer
dimensions in the training of the ssoar.de models
has a positive effect on diversity. The ssoar.de
model with the dimensionality 100 (ssoar.100) has
the greatest diversity across all top-k.

3.3 Relations

To measure relational coverage r for the social
science domain, we used an evaluation method
inspired by the intrinsic evaluation of comparing
semantic relations of established knowledge re-
sources (Nooralahzadeh et al., 2018; Chen et al.,
2018; da Silva Magalhães Gomes et al., 2021). A
data set of TheSoz was used to determine the cov-

erage of the relations. Related concepts were as-
signed to the descriptors using different relations:
the relation broader describes superordinate con-
cepts to the descriptor (Hypernyms). With nar-
rower terms, concepts subordinate to the descriptor
are distinguished (Hyponyms), and related refers
to related terms. The relation altLabel describes
concepts that can be used alternatively to the de-
scriptor. These relations are based on the standard
Simple Knowledge Organization System (SKOS,
cf. Zapilko et al. 2013).

Equation 3 shows the basis for calculating the
relational coverage of a model. The test is whether
the concept k(xi) associated with the descriptor
xi is contained in the neighborhood set Nxi with
the return value 1 = true and 0 = false. The
number of neighbors returned by the models is
limited to top-k. Finally, dividing the sum of found
concepts and the total set of used descriptors n
yields the domain-specific coverage of the model.
The described procedure is performed per available
relation type.

r =

∑n

i=1
k(xi) ∈ Nxi

n
(3)

For the evaluation, concepts consisting of multi-
ple words were not considered since the neighbor-
hood query returns only single words. In addition,
only descriptors that are annotated in German lan-
guage were applied. Accordingly, a total of 14, 998
out of 35, 473 descriptor-concept pairs were used,
which in turn were subdivided by type of relations.
The coverage of the relations was determined with
neighborhoods for different top-k entries.

The results in Table 4 show that the ssoar.de mod-
els perform better than the models used for compar-
ison across all top-k. Only for the broader relation
with top-k = 10, the deepset.de model performs
better than the ssoar.de models. The comparison
with the reference models indicates a real special-
ization with respect to the social science domain.
Deepset.de achieves better results for broader rela-
tions for top-k = 10, but the superiority fades away
at larger neighborhoods. The results are better than
those of the reference models above a top-k of 50
across all relation types.

Comparing the ssoar.de models to each other,
it is noticeable that word embeddings trained on
smaller dimensions perform better at smaller top-k
than models with more dimensions. For larger
neighborhoods, more dimensions tend to be pre-
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top-k Model bro nar rel alt
10 ssoar.100 8.54 6.06 10.28 13.27

ssoar.150 9.20 5.67 9.91 12.59
ssoar.200 9.39 5.49 9.40 12.47
ssoar.300 9.20 4.78 9.30 11.68
ssoar.500 8.81 4.34 8.08 10.34
wiki.de 5.77 3.39 8.05 9.87
deepset.de 13.33 5.17 9.91 8.12

50 ssoar.100 25.03 21.00 25.94 27.12
ssoar.150 26.02 20.46 26.61 27.63
ssoar.200 27.11 20.76 26.89 27.81
ssoar.300 27.96 20.31 25.43 28.08
ssoar.500 28.73 19.16 22.79 26.53
wiki.de 19.13 14.02 21.34 23.89
deepset.de 23.57 15.27 19.14 15.02

200 ssoar.100 43.36 40.04 42.34 42.6
ssoar.150 45.81 41.46 44.17 44.66
ssoar.200 47.73 41.64 44.57 45.11
ssoar.300 49.06 41.67 44.88 45.96
ssoar.500 49.72 41.25 43.25 46.16
wiki.de 36.84 34.01 36.79 40.65
deepset.de 33.01 24.89 29.49 21.93

Table 4: Relational coverage of all models (n=14,998
descriptor-concept pairs)

ferred. Nooralahzadeh et al. (2018); Chiu et al.
(2016) report generally better performance for in-
creasing dimensions, but we found that it also de-
pends on the number of top-k.

4 Conclusion

In this work, we built domain-specific word embed-
dings for the social sciences and compared them
to general language models. First, we checked
for coverage of specialized language keywords.
Wiki.de performed best with 92%, but ssoar.de
followed closely with 88% with only one-fifth of
vocabulary size. We then analysed the diversity of
models to each other by comparing selected neigh-
bourhoods: domain-specific and general-language
models showed the highest diversities. However,
diversity decreases with a larger number of re-
turned neighbors. Concerning relational coverage,
ssoar.de models performed best in all settings, ex-
cept for the broader relation with top-k = 10. In
summary, the word embeddings produced in this
work showed much better results than the gen-
eral language models when compared to estab-
lished knowledge resources such as a thesaurus.
Domain-specific word embeddings can improve
the semantic relatedness metric and applications
build upon. This is in line with related works
(e.g., Nooralahzadeh et al. 2018; Chen et al. 2018;
da Silva Magalhães Gomes et al. 2021) showing for

other domains that domain-specific models can bet-
ter capture semantic relations - even with a small
corpus size (e.g., Zhao et al. 2018).

The experiments showed that the underlying
texts and their language have a significant impact
on the resulting word embeddings. This is even
more true for the applications that are based on
them. (1) Coverage of social science concepts is
very different depending on the word embedding
model. For example, applications that want to de-
fine and extend a working variable depend directly
on the concepts contained in the model. (2) The
models can be very diverse in terms of their se-
mantic neighbors. Applications based on them, for
example, query expansion or reference words and
their neighborhoods, lead to different results de-
pending on the model. (3) For relational coverage,
the domain-specific model contains more relations
in the sense of a domain thesaurus. This may be
important, for example, to keep the precision of
search results high in query term expansion or to
keep working variables precise in expansion. In
summary, the performance of applications is di-
rectly dependent on the alignment of word embed-
dings, their underlying language and their domain.

In future work, we want to compare the effects of
specialized language with other embedding models
such as Word2Vec, GloVe, or contextual embed-
dings such as BERT.
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