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Abstract

Against a background of growing interest in
reproducibility in NLP and ML, and as part of
an ongoing research programme designed to
develop theory and practice of reproducibility
assessment in NLP, we organised the second
shared task on reproducibility of evaluations in
NLG, ReproGen 2022. This paper describes
the shared task, summarises results from the
reproduction studies submitted, and provides
further comparative analysis of the results. Out
of six initial team registrations, we received
submissions from five teams. Meta-analysis of
the five reproduction studies revealed varying
degrees of reproducibility, and allowed further
tentative conclusions about what types of eval-
uation tend to have better reproducibility.

1 Introduction

Interest in reproducibility continues to grow across
Natural Language Processing (NLP).1 However,
we still do not understand well enough what makes
evaluations easier or harder to reproduce, and repro-
duction studies often reveal alarmingly low degrees
of reproducibility not only for human evaluations
but also for automatically computed metrics.

With the ReproGen shared task on Reproducibil-
ity of Evaluations in NLG, our aim is to add to the
body of reproduction studies in order to increase
the data points available for investigating repro-
ducibility, and to begin to identify properties of
evaluations that are associated with better repro-
ducibility.

We start in Section 2 by describing the organ-
isation and structure of the shared task, followed

1See our systematic review of reproducibility research in
NLP carried out in part as background research for ReproGen
(Belz et al., 2021).

by an overview of the participating teams (Sec-
tion 3). Next, we present high-level degree-of-
reproducibility results for each reproduction study,
and in the case of the more complex studies, also
for subsets of results (Section 4). We look at
the properties of the ReproGen evaluation studies
in standardised terms as facilitated by the HEDS
sheets completed by participants, and explore if
any properties appear to have an effect on degree
of reproducibility (Section 5). We conclude with
some discussion (Section 6) and a look to future
work (Section 7).

2 ReproGen 2022

Like its predecessor, ReproGen 20222 had two
tracks, one a shared task in which teams try to
reproduce the same previous evaluation results, the
other an ‘unshared task’ in which teams attempt to
reproduce their own previous evaluation results:

A Main Reproducibility Track: For a shared
set of selected evaluation studies, participants
repeat one or more studies, and attempt to re-
produce the results, using published informa-
tion plus additional information and resources
provided by the authors, and making common-
sense assumptions where information is still
incomplete.

B RYO Track: Reproduce Your Own previous
evaluation results, and report what happened.
Unshared task.

For the main track (A above), we used the same
papers as in ReproGen 2021, with the addition
of one paper (Nisioi et al., 2017) previously used

2All information and resources relating to ReproGen are
available at https://reprogen.github.io/.
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Track Team Original paper Reproduction paper Metrics

A Tilburg University Santhanam and Shaikh (2019) Braggaar et al. (2022) automatic/human
ADAPT Centre @ DCU Nisioi et al. (2017) Popović et al. (2022) human
University of Illinois at Chicago Nisioi et al. (2017) Arvan et al. (2022) automatic

B
University of Aberdeen Thomson and Reiter (2021) Thomson and Reiter (2022) human
ADAPT, Charles Univ. Prague, Dušek and Kasner (2020) Huidrom et al. (2022) humanFed. Univ. of Minas Gerais

Table 1: Overview of ReproGen submissions (tracks, teams, original papers, reproduction reports and types of
reproduced evaluation measures).

in the REPROLANG 2020 shared task (Branco
et al., 2020), all with consent and confirmation of
willingness to support from the authors:

1. van der Lee et al. (2017): PASS: A Dutch data-
to-text system for soccer, targeted towards spe-
cific audiences: 1 evaluation study; Dutch; 20
evaluators; 3 quality criteria; reproduction tar-
get: primary scores.

2. Dušek et al. (2018): Findings of the E2E
NLG Challenge: 1 evaluation study; English;
MTurk; 2 quality criteria; reproduction target:
primary scores.

3. Qader et al. (2018): Generation of Company
descriptions using concept-to-text and text-to-
text deep models: dataset collection and sys-
tems evaluation: 1 evaluation study; English;
19 evaluators; 4 quality criteria; reproduction
target: primary scores.

4. Santhanam and Shaikh (2019): Towards Best
Experiment Design for Evaluating Dialogue
System Output: 4 evaluation studies differing
in experimental design; English; 40 evalua-
tors; 2 quality criteria; reproduction target:
intraclass correlation between studies.

5. Nisioi et al. (2017): Exploring Neural Text
Simplification Models: 1 evaluation study; En-
glish; 3 evaluators; 2 metric scores; 4 human-
evaluated quality criteria; reproduction target:
primary scores.

Authors of original papers in Track A were asked
(i) to complete a HEDS datasheet3 (Shimorina and
Belz, 2022) for their paper, (ii) to make available
all code and other resources needed for the study,
and (iii) to be available to answer questions and
provide other help during the ReproGen participa-
tion period. Authors of reproduction papers were
also asked to complete a HEDS datasheet.

We issued a call for participation in one or both
tracks. Six teams registered for ReproGen, of

3https://forms.gle/MgWiKVu7i5UHeMNQ9

which five teams submitted reproduction studies
(for an overview, see Table 1).

We made available broad guidelines4 to partic-
ipating teams about how to report reproduction
results, and provided light-touch review with com-
ments and feedback on papers.

3 Participants and Submissions

Five submissions were received by the deadline on
June 6, 2022. One submission was from the Nether-
lands, one from the UK, one from the US, one
from Ireland, and one was a collaboration between
groups in Czechia, Brazil and Ireland. Three of
the teams participated in Track A (Braggaar et al.,
2022; Popović et al., 2022; Arvan et al., 2022); the
other two in Track B (Thomson and Reiter, 2022;
Huidrom et al., 2022).

Two of the submissions reported a reproduction
study of Nisioi et al. (2017), one of Santhanam
and Shaikh (2019), and two reproduced own ear-
lier work. All of the evaluated systems produced
outputs in English. Popović et al. and Arvan et al.
reproduced the human and metric-based evalua-
tions of Nisioi et al. (2017)’s simplification sys-
tems, respectively, with Arvan et al. additionally
exploring variations in the system code. Brag-
gaar et al. reproduced inter-rater agreement and
consistency measures for human evaluations of a
dialogue system involving different rating scales
studied by Santhanam and Shaikh (2019). Thom-
son and Reiter looked at reproducing an evaluation
by error annotation from their own work on data-
to-text generation, using different evaluation data
samples, and Huidrom et al. reproduced human
evaluations of Dušek and Kasner (2020)’s semantic
error detection system for data-to-text generation.
An overview of all submissions is provided in Ta-
ble 1, and the properties of participating systems
and studies are discussed in more detail in Sec-
tion 5.

4https://reprogen.github.io/2022/submission/
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mean % change
Measurand(s) Pearson’s r Spearman’s ρ +/- abs mean CV∗

Original study = Nisioi et al. (2017); reproduction study = Arvan et al. (2022), Repro 1:
All Scores (2 systems × 2 metrics) 1 1 0 0 0

Original study = Nisioi et al. (2017); reproduction study = Arvan et al. (2022), Repro 2:
All Scores (2 systems × 2 metrics) 1 0.8 -1.02 3.30 3.34

Original study = Nisioi et al. (2017); reproduction study = Arvan et al. (2022), Repro 3:
All Scores (2 systems × 2 metrics) 1 0.8 0.63 3.19 3.16

Original study = Nisioi et al. (2017); reproduction study = Popović et al. (2022):
All Scores (9 systems × 1 quality criterion) 0.766∗∗ 0.787∗ 40.16 85.82 8.98

Original study = Santhanam and Shaikh (2019); reproduction study = Braggaar et al. (2022):
Likert (2 corr coeffs × 2 quality criteria × 1 scale) 0.95∗ 0.81 25.37 25.37 21.88
RME (2 corr coeffs × 2 quality criteria × 1 scale) -0.57 -0.54 -6.895 6.895 7.25
BME (2 corr coeffs × 2 quality criteria × 1 scale) 0 -0.07 8.55 8.55 8.15
BWS (2 corr coeffs × 2 quality criteria × 1 scale) 0.99∗∗ 0.88 10.02 10.02 9.52
Readability (2 corr coeffs × 1 quality criterion × 4 scales) -0.08 0.13 10.28 15.54 14.1
Coherence (2 corr coeffs × 1 quality criterion × 4 scales) -0.16 0.1 8.25 9.88 9.1
ICC-C (1 corr coeffs × 2 quality criterion × 4 scales) 0.33 0.5 8.12 10.24 9.67
ICC-A (1 corr coeffs × 2 quality criterion × 4 scales) -0.27 -0.22 10.41 15.18 13.73
All Scores (2 corr coeffs × 2 quality criteria × 4 scales) 0.01 0.16 9.26 12.71 11.699

Original study = Dušek and Kasner (2020); reproduction study = Huidrom et al. (2022), Repro 1:
E2E (9 label counts × 1 system × 1 dataset) 0.98∗∗ 0.91∗∗ 1.15 18.9 19.62
WebNLG (8 label counts × 1 system × 1 dataset) 0.8∗∗ 0.76∗ 41.46 70.12 50.89
All Scores (8/9 label counts × 1 system × 2 datasets) 0.81∗∗ 0.87∗∗ 20.12 43.00 34.34

Original study = Dušek and Kasner (2020); reproduction study = Huidrom et al. (2022), Repro 2:
E2E (9 label counts × 1 system × 1 dataset) 0.87∗∗ 0.8∗ 18.57 40.45 32.32
WebNLG (8 label counts × 1 system × 1 dataset) 0.82∗∗ 0.54 18.97 58.17 46.86
All Scores (8/9 label counts × 1 system × 2 datasets) 0.84∗∗ 0.66∗∗ 18.76 48.79 39.16

Original study = Thomson and Reiter (2021); reproduction study = Thomson and Reiter (2022), Repro 1:
Cond-copy (6 label counts × 1 system) 0.995 0.98 31.14 46.64 33.297
Doc-plan (6 label counts × 1 system) 0.91 0.90 -7.92 16.50 48.88
Hier-enc (6 label counts × 1 system) 0.85 0.70 70.67 109.9 76.07
All Scores (6 label counts × 3 systems) 0.89 0.88 33.6 60.10 52.75

Original study = Thomson and Reiter (2021); reproduction study = Thomson and Reiter (2022), Repro 2:
Cond-copy (6 label counts × 1 system) 0.99∗∗ 0.94∗ 31.79 57.37 46.73
Doc-plan (6 label counts × 1 system) 0.92∗∗ 0.82 -24.35 29.18 68.57
Hier-enc (6 label counts × 1 system) 0.83∗ 0.72 73.86 136.64 88.70
All Scores (6 label counts × 3 system) 0.896∗∗ 0.84∗∗ 30.12 77.06 68.00

Table 2: Pearson’s and Spearman’s correlation coefficients, mean percentage change, and mean coefficients of
variation (CV∗), for the ReproGen’22 reproduction studies. For the correlation coefficients, ∗∗ = statistically
significant at α = .01, ∗ = statistically significant at α = .05.

4 Results: Degree of Reproducibility

Table 2 shows summarising results for all submis-
sions, or rather for every reproduction in every
submission, i.e. nine original/reproduction study
pairs, in terms of Pearson’s r, Spearman’s rho, mean

percentage in/decrease, mean absolute percentage
in/decrease, and the de-biased coefficient of varia-
tion, CV∗ (last column), following Belz (2022)’s
Quantified Reproducibility Assessment (QRA) ap-
proach. The coefficient of variation (CV) is a
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standard measure of precision used in metrolog-
ical studies to quantify reproducibility of measure-
ments. Unlike mean and standard deviation, CV
is not in the unit of the measurements, and cap-
tures the amount of variation there is in a set of
n scores in a general way, providing a quantifica-
tion of precision (degree of reproducibility) that is
comparable across studies (Ahmed, 1995, p. 57).
Note that all evaluation scales need to be shifted
to start at zero, to ensure fair comparison across
evaluations, because both percentage change and
CV in general underestimate variation for scales
with a lower end greater than 0. Rather than stan-
dard CV, QRA uses CV∗, a de-biased version of
CV (Belz, 2022), because sample size (number of
repeat measures) tends to be very small in NLP.5

For the simpler reproductions in Table 2, where
there were one or more systems and one or more
conventional evaluation measures and the reproduc-
tion target was the overall scores in terms of the
measure(s), Table 2 reports a single CV∗ figure in
the last column, namely mean CV∗ over all sys-
tems and measures. For example, the fourth study
in the table, Popović et al. (2022)’s reproduction
of Nisioi et al. (2017), has an overall mean CV∗ of
8.98, computed from 9 individual CV∗ figures (9
systems × 1 quality criterion).

For the five remaining studies, we also show
mean CV∗ for constituent subsets of individual
CV∗ figures, grouped by rating scale, quality crite-
rion and correlation coefficient for Braggaar et al.
(2022)’s reproductions, by dataset for Huidrom
et al. (2022)’s reproductions, and by system for
Thomson and Reiter (2022)’s reproductions.

Columns 2 and 3 in Table 2 show Pearson’s r
and Spearman’s rho, respectively, for the corre-
sponding (sub)sets of original/reproduction score
pairs, while Columns 4 and 5 show average per-
centage in/decrease from original to reproduction
score pairs for each of the same (sub)sets.

We have ordered the studies by study-level mean
CV∗ (lowest, i.e. best, first). Study-level mean
CV∗ ranges from the perfectly reproduced metric
scores in Arvan et al. (2022)’s first reproduction, to
the particularly high CV∗ of Thomson and Reiter
(2022)’s second reproduction of an error annota-
tion. In the case of the former, the authors managed
to obtain the exact same SARI and BLEU scores,
by running the scripts for these metrics provided by

5For full details of, and rationale for, using CV∗, even for
sets of just two scores, see Belz et al. (2022); Belz (2022).

the original authors on the system outputs also pro-
vided by the original authors. Thomson and Reiter
(2022)’s reproductions involve error-type labelling
of system outputs which appear to be a particu-
larly difficult to reproduce form of evaluation: this
was the reproduction target in the four studies in
the lower half of Table 2 which have substantially
higher (>34) resulting overall mean CV∗ than the
other studies (<12).

Interpreting the mean CV∗ figures for subsets of
results for Braggaar et al. (2022)’s reproduction is
not simple. The original authors collected evalua-
tions of a set of dialogue turns in context for 2 qual-
ity criteria (Readability and Coherence), repeated
this for 4 different rating scales, and computed two
measures of inter-rater similarity for each rating
scale. The two measures of inter-rater similarity
were the consistency intraclass correlation (ICC-C)
and the agreement intraclass correlation (ICC-A).
The mean CV∗ figures for Braggaar et al. (2022)’s
reproduction in Table 2 thus measure the similarity
between the ICC scores (automatically computed
on the human ratings) in the original study and the
ICC scores in the reproduction study, with the ICC
scores themselves computed for each set of ratings
(where each set corresponds to one of the scales
combined with one of the quality criteria).

Under these circumstances, CV∗ expresses
how reproducible (stable) the inter-rater consis-
tency/agreement is from one experiment to a repe-
tition of it, in other words whether inter-rater con-
sistency/agreement is similarly high, or similarly
low, across multiple repeats of the same evalua-
tion. Because Braggaar et al. (2022) repeated the
evaluations for four different rating instruments,
the mean CV∗ figures can tell us whether this dif-
fers for different rating instruments (as well as for
different evaluation criteria and inter-rater consis-
tency/agreement measures). The answer is that it
does differ substantially for different rating scales,
is equally low for both evaluation criteria, and does
differ for the two inter-rater measures.

Taking a slightly closer look, the inter-rater mea-
sures (ICCs) for the Likert scale have remarkably
higher (worse) mean CV∗ than the other three
scales, while nevertheless achieving strong Pear-
son’s and Spearman’s between individual ICC
scores in the original and reproduction studies.
While the ICCs for the other three scales have simi-
larly good CV∗, only the BWS scale also has strong
Pearson’s and Spearman’s, with BME having no
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correlation and RME having medium-strength neg-
ative correlation. This shows that CV∗ and Pear-
son’s and Spearman’s correlation coefficients pro-
vide complementary information in assessments of
the similarity of original vs. reproduction scores.
Looking at these in combination, it would seem that
the BWS scale (best-to-worst ranking) achieves the
most similar levels of inter-rater agreement and
consistency across repeat studies.

From the results for Huidrom et al. (2022)’s re-
productions, we can see that the error annotations
produced for outputs for WebNLG data have worse
CV∗ figures than for E2E (the difference is not just
the data but also a subset of the error categories
which are tailored to the data). Here, better CV∗ is
aligned with better correlations.

Finally, the results for Thomson and Reiter
(2022)’s reproductions show that the hierarchical
encoder based data-to-text system produced out-
puts for which both mean CV∗ and correlations
were worse on average than for the other two sys-
tems. However, this latter observation ought to be
read with the proviso that each reproduction used a
different sample from the three systems.

5 Comparison of Properties of Original
vs. Reproduction Studies

Overall, all teams tried to follow the original stud-
ies as closely as possible (see also Discussion sec-
tion below), but cohorts of human evaluators in-
volved were different across all pairs of original
and reproduction studies, except for the two repro-
ductions by Thomson and Reiter (2022), and one
of the two by Huidrom et al. (2022).

In this section, we summarise differences in each
pair of studies and highlight the possible factors
that might have led to different results in reproduc-
tion results. In the case of Track A contributions,
our notes are based on the HEDS datasheets com-
pleted by both the original study authors and the
shared task participants. For Track B, we describe
differences as reported by the authors themselves in
their original and reproduction reports, also consult-
ing the HEDS sheets completed by them. See also
Table 3 which lists some of the more fine-grained
information for each study from the HEDS sheets.

5.1 Track A

Popović et al. (2022) reproduced the human eval-
uation reported by Nisioi et al. (2017), and point
out the following differences that might have in-

fluenced the reproduction: evaluator background
(native language, profession, experience with text
simplification evaluation), evaluator assignments
to texts, and experimental setup (e.g. whether eval-
uators were allowed to ask questions about guide-
lines), all of which were not reported for the orig-
inal study, and not obtainable from the original
authors.

Arvan et al. (2022) also reproduced Nisioi et al.
(2017)’s work, but just the metric scores. They fo-
cused on exploring different ways of obtaining the
outputs to be evaluated (having discovered several
substantial issues with the original code): (a) us-
ing the same outputs, (b) regenerating outputs with
the same code, and (c) regenerating outputs with
corrected code. They found an “extreme level of
resilience [to such differences that] is, in fact, quite
alarming,” which is reflected in the low mean CV∗

figures which as it happens also reflect variation
from different versions of SacreBLEU.

Braggaar et al. (2022)’s reproduction of San-
thanam and Shaikh (2019) used crowdsourced hu-
man evaluation like the original study, but on a
different platform: Qualtrics and Prolific in the re-
production study, and MTurk in the original. Due
to platform feature restrictions, questionnaire lay-
outs were not exactly the same across the two stud-
ies. As for the inter-rater measures, Braggaar et al.
wrote their own code to compute ICC scores, since
it was not provided by the original authors.

5.2 Track B

Huidrom et al. (2022) carried out two reproduc-
tion studies of Dušek and Kasner (2020): the first
one with the same two evaluators and the second
one with two new evaluators. The main difference
between the original and reproduction studies lies
in error annotation guidelines and output assign-
ments to evaluators. While the original study did
not formalise the annotation guidelines and per-
formed evaluation based on common understand-
ing developed between the two evaluators, for the
reproduction studies, instructions for applying the
error annotation scheme were created and used.
The original study also did not record which texts
were evaluated by which annotator, so the repro-
duction studies randomly assigned annotators to
evaluated texts.

The main difference between the two reproduc-
tions and the original work addressed by Thomson
and Reiter (2022) was the use of different samples
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of outputs albeit from the same larger test set. This
did result in substantial differences between results,
as we shall see below.

5.3 Study properties and reproducibility

Table 3 provides an overview of the five Repro-
Gen’22 submissions in terms of the quality criteria
assessed in the evaluations and the properties of the
evaluation design. The first column identifies the
study and criteria, the last column shows the cor-
responding mean study-level and mean criterion-
level CV∗. The remaining columns show seven
properties of each study/criterion, as per the HEDS
datasheets; column headings identify HEDS ques-
tion number (for explanation of each see table cap-
tion). The lower half of the table shows the cor-
responding overview of study/criterion properties
from ReproGen’21, for ease of comparison.

In the ReproGen’22 studies, annotation-based
evaluation (4.3.8=Anno) is clearly associated with
lower reproducibility. Evaluations which involve
assessment of content alone (4.1.2=Cont) also tend
to have worse reproducibility. Assessing evaluation
items relative to a system input (4.1.3=RtI) is also
associated with lower reproducibility for the bot-
tom three studies (where comparison of outputs to
inputs is far more complex than a straightforward
is-it-simpler decision as in Nisioi et al/Popovic et
al). Finally, correctness assessment (4.1.1=Corr)
is also associated with lower reproducibility. For
those of these properties that were present in Re-
proGen’21, the tendencies are the same.

6 Discussion

In metrological terms, a repeatability assessment
keeps all conditions under which a measurement
was taken the same, whereas a reproducibility as-
sessment varies some of them. Strictly speaking,
only the first reproduction by Arvan et al. (2022)
can be considered a repeatability assessment, as it
keeps all conditions exactly the same. All other Re-
proGen’22 reproductions were human evaluations,
and for these, conditions can only be the same if the
same evaluators are used again. One of the studies
(the first reproduction by Huidrom et al. (2022))
did use the same evaluators, but instructions were
written down and used for the first time instead of
evaluators conferring.

Nevertheless, all studies tried to keep things
as much as possible the same. One study which
looked at automatic metrics (only) (Arvan et al.,

2022) went beyond reusing system outputs pro-
vided by original authors, (a) regenerating outputs
with unchanged author-provided code, and (b) re-
generating outputs with a retrained system, includ-
ing with a substantial correction to the code. Inter-
estingly, evaluation results were very similar in all
versions where outputs were regenerated, including
switching word2vec embeddings on/off.

For the studies looking at human evaluations,
new cohorts of evaluators were rarely able to
achieve low CV∗ scores, generally only in very
simple assessments. Pearson and Spearman cor-
relations were generally better, with some excep-
tions where comparison was between inter-rater
similarity measures, rather than evaluation scores
(Santhanam & Shaikh/Braggaar et al).

We saw that correlation coefficients and mean
CV∗ often but not always give the same indication
of similarity between a set of original and reproduc-
tion scores. For example, the results in Table 2 for
Braggaar et al. (2022)’s reproduction of Santhanam
and Shaikh (2019) show that for Likert we have
high correlation but poor CV∗, for RME and BME,
correlation is inverse or absent, but CV∗ is good,
and for BWS both are good. For all other studies,
better CV∗ always means better correlations.

This year we had a few (new) firsts at ReproGen,
in addition to automatic metrics being reproduced
for the first time: e.g. Thomson and Reiter (2022)
investigated the effect of swapping out the data
sample (from the same superset), while keeping all
other conditions the same including annotators. As
the sample size is fairly small, and differed in size
between original study and the two reproductions,
it’s perhaps not surprising that error label counts
varied substantially between studies.

Some of the ReproGen’22 participants’ reports
mention less than ideal support from original au-
thors during reproductions, despite the fact that all
original authors had agreed to support and help
with ReproGen’22 reproductions. Of course, such
help is essential to testing reproducibility, and in
future shared tasks, we will consider the option of
obtaining more of the resources and information
prior to the start of the shared task.

7 Conclusions

We first proposed the ReproGen shared task at Gen-
eration Challenges 20206 (Belz et al., 2020) and,
taking into account feedback received, developed it

6INLG’20, Dublin.
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ReproGen 2022

Studies, measurands 3.1.1 3.2.1 4.3.4 4.3.8 4.1.1 4.1.2 4.1.3 scores mean
/item CV∗

Nisioi et al / Arvan et al 1–3 EFoR 2.17
SARI ∼50 NA/NA [0..1] DQE Good Form +RtI NA 2.34
BLEU ∼50 NA/NA [0..1] DQE Good Form EFoR NA 1.99

Nisioi et al / Popovic et al, Simplicity 70 3/3 -2, -1, 0, 1, 2 DQE Feature Both RtI 2 8.98
Santhanam & Shaikh / Braggaar et al 11.7

ICC for Readability 14.1
Likert scale 50 160/163 1–6 DQE Good Both iiOR 1 28.19
Magnitude est. (stdval=100) 50 160/163 100 DQE Good Both iiOR 1 11.18
Magnitude est. (stdval=var) 50 160/163 100 DQE Good Both iiOR 1 6.93
Best-to-worst ranking 50 160/163 4! rankings RQE Good Both iiOR 1 10.1

ICC for Coherence 9.3
Likert scale 50 160/163 1–6 DQE Good Cont iiOR 1 15.58
Magnitude est. (stdval=100) 50 160/163 100 DQE Good Cont iiOR 1 3.31
Magnitude est. (stdval=var) 50 160/163 100 DQE Good Cont iiOR 1 9.38
Best-to-worst ranking 50 160/163 4! rankings RQE Good Cont iiOR 1 8.93

Dusek & Kasner / Huidrom et al 1&2 36.75
Label counts from correctness an-

notations 200 2/2 3 labels Anno Corr Cont RtI 1 18.11

Label counts from error type an-
notations 200 2/2 6/5 labels Anno Corr Cont RtI 1 46.92

Thomson & Reiter / Thomson & Re-
iter 1 & 2, Label counts from error
type annotations

13, 10 3/3 6 labels Anno Corr Cont RtI 3 68

ReproGen 2021
Lee et al./Mille et al. 11.89

Stance ID Acc 10 20/20
stance A, output

Feature Both EFoR 20 6.11
stance B classif

Clarity S3 (’Understandability’) 20 20/20 1–7 DQE Good Both iiOR 20 12.03
Clarity S4 (‘Clarity’) 20 20/20 1–7 DQE Good Both iiOR 20 14.61
Fluency S1 (‘Grammaticality’) 20 20/20 1–7 DQE Corr Form iiOR 20 18.3
Fluency S2 (‘Readability’) 20 20/20 1–7 DQE Good Both iiOR 20 13.71

Popović/Popović & Belz }
279,

29.22
Comprehension Minor 557, 7/7 }

2 labels
Anno Good Both iiOR 2 22.14

Comprehension Major 7/7 Anno Good Both iiOR 2 38.23
Adequacy Minor 467 7/7 }

3 labels
Anno Corr Cont RtI 2 17.83

Adequacy Major 7/7 Anno Corr Cont RtI 2 38.67
Qader et al./Richter et al. 22.16

Information Coverage 30 19/19 1–5 DQE Corr Cont RtI 1 34.04
Information Non-redundancy 30 19/19 1–5 DQE Good Cont iiOR 1 19.11
Semantic Adequacy 30 19/19 1–5 DQE Corr Cont iiOR 1 20.4
Grammatical Correctness 30 19/19 1–5 DQE Corr Form iiOR 1 15.09

Mahamood et al./Mahamood, Bi-
nary Preference Strength 2† 25‡/11 -3..+3 RQE Good Both EFoR 25/11 72.34

Table 3: Summary of some properties from HEDS datasheets provided by ReproGen participants (in some
cases corrected by organisers. 3.1.1 = number of items assessed per system; 3.2.1 = number of evaluators in
original/reproduction experiment; 4.3.4 = List/range of possible responses; 4.3.8 = Form of response elicitation
(DQE: direct quality estimation, RQE: relative quality estimation, Anno: evaluation through annotation); 4.1.1 =
Correctness/Goodness/Features; 4.1.2 = Form/Content/Both; 4.1.3 = each output assessed in its own right (iiOR) /
relative to inputs (RtI) / relative to external reference (EFoR); scores/item = number of evaluators who evaluate each
evaluation item; mean CV∗. † considering texts with and without hedges to be the two systems being compared. ‡
subset of 32 evaluators from original studies: 14 native + 11 fluent speakers.

into the two iterations of ReproGen, 2021 and 2022,
the latter reported in the present paper. ReproGen

was intended as a testbed for an NLP-wide shared
task on reproduction, and in 2023 we intend to run
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an expanded version, the ReproHum Shared Task
on Reprodubility of Evaluation Results in NLP, ini-
tially for just human evaluations.

We have gained some important insights from
ReproGen, in particular with regard to what kind
of properties of evaluations tend to increase or de-
crease degree of reproducibility. Perhaps not sur-
prisingly, it is very clear that the lower the cognitive
load on evaluators while making individual assess-
ments, the better reproducibility.

In a research culture that prizes leaderboard suc-
cess, it was always going to be difficult to incen-
tivise people to carry out tasks that are basically
just good scientific hygiene, but we hope we have
made a contribution to raising awareness of the im-
portance of having reproducible evaluations, and
of testing our methods for reproducibility. After all,
how else are we going to know for sure that one
approach is better than another.
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