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Abstract

Sentiment analysis with deep learning in
resource-constrained languages is a chal-
lenging task. In this paper, we introduce
a novel approach for sentiment analysis in
resource-constrained scenarios using charac-
ter embedding and cross-lingual sentiment
analysis with transliteration. We use this
method to introduce the novel task of in-
ducing sentiment polarity of words and sen-
tences and aspect term sentiment analysis
in the no-resource scenario. We formulate
this task by taking a metalingual approach
whereby we transliterate data from closely
related languages and transform it into a
meta language. We also demonstrated the
efficacy of using character-level embedding
for sentence representation. We experi-
mented with 4 Indian languages – Bengali,
Hindi, Tamil, and Telugu, and obtained en-
couraging results. We also presented new
state-of-the-art results on the Hindi senti-
ment analysis dataset leveraging our met-
alingual character embeddings.

1 Introduction

Sentiment analysis is a widely explored topic
in the field of Natural Language Processing,
which focuses on classifying text into 3 senti-
ment classes: positive, negative, and neutral
(Liu, 2012). For any text classification task,
supervised approaches require an extensive and
domain specific corpus in the corresponding
language. However, sentiment annotated data,
which is the primary resource for sentiment
analysis, is limited in many languages. Trans-
fer learning can be used to learn sentence rep-
resentations by pretraining on a large corpus
and finetuning to a particular downstream task.
But transfer learning often fails in adapting
knowledge from one domain to another, and
sufficient training samples across these domains
may not be available for efficient finetuning.

Another method to deal with such situations is
to create cross lingual tools between a resource
rich and resource poor language. This method
either uses machine translation between the
language or bilingual dictionaries to overcome
the language gap. However, it is an extremely
challenging task to create an accurate machine
translation system between two languages or
create a bilingual dictionary pair in a resource
constrained scenario (Balamurali et al., 2012).
Moreover, there are some studies (Lohar et al.,
2017, 2018; Pal et al., 2014; Kumari et al., 2021)
that show that there is a significant loss of prag-
matics in the translations produced by the state-
of-the-art Machine Translation (MT) systems,
which could adversely affect the performance
of these downstream NLP applications that use
unedited raw MT output. Very little work has
been done to use cross-lingual sentiment anal-
ysis without translation involved in any step,
and even if they do, they require the presence
of large sentiment annotated data in at least
one language.

Another major problem is the unavailabil-
ity of significantly large corpus to train the
language-specific word embedding models in
resource scarce languages. As a result, training
word embeddings on those languages and re-
using the pretrained embeddings is not feasible.
Literature suggests that using character embed-
ding or subword embedding can be an efficient
alternative, as the number of unique characters
and alphabets for any language are well deter-
ministic (Chrupała, 2013; dos Santos and Gatti,
2014; Mikolov et al., 2012; Kim, 2019). The
main advantage of using character embedding
is that when we encounter a word which is not
in the domain of the available corpus (i.e., an
out-of-vocabulary word, or OOV), we can still
have a latent representation of the word for any
NLP task. Previously, dos Santos and Gatti
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(2014) used character embedding for sentiment
analysis of short texts, however, very few work
have been done on word level classification.

There exist many such languages where the
coverage of the corpus is too poor to effec-
tively train the embedding weights for each
word. Even transfer learning with pretrained
large models like m-BERT (Devlin et al., 2019),
RoBERTa (Liu et al., 2019), Electra (Clark
et al., 2020) might encounter many unknown
([UNK]) tokens since the vocabulary set of the
tokenizers may not have many words in the test-
set. Moreover, a dataset for the downstream
task may not exist in the language for effective
finetuning. Therefore, we need methods that
can help create sentiment lexicons effectively
and perform sentiment analysis without using
any training dataset of the target language.

In this paper, we introduce a novel method
to learn efficient latent representation by pro-
jecting data in multiple languages to a shared
metadata representation. We propose to uti-
lize the WX-notations as the transliteration
approach for the projection. This enables us to
leverage the collective training corpus to learn
a deep learning system with higher confidence.
We evaluate our approach on 7 sentiment analy-
sis datasets (4 word-level, 2 sentence-level, and
1 aspect-level) across four Indian languages –
Hindi, Telugu, Bengali, and Tamil. Moreover,
we experiment in two setups – mono-lingual and
cross-lingual. Finally, we compare our model
against various baselines and observe the per-
formance to be better for the majority of the
cases. Convolutional Neural Network (CNN)
provides the best result on aspect analysis and
sentiment classification of sentences, while dif-
ferent models prove to be useful on different
datasets for word-level sentiment analysis.
Contribution: The paper makes the following
contributions.

• We introduce the novel task of predicting
the sentiment polarity of words.

• Word-level and sentence level zero-shot sen-
timent analysis using a metalingual ap-
proach.

• Our proposed approach provides new
state-of-the-art results on the ReviewSH ,
ReviewAH and MovieH (Akhtar et al.,
2016) Hindi sentiment analysis datasets.

2 Related Work

Wan (2009) introduced the method of cross-
lingual sentiment analysis, which leveraged an
available English corpus for Chinese sentiment
classification by using the English corpus as
training data without using any Chinese re-
sources using a co-training approach. Zhou
et al. (2016) proposed a joint learning algorithm
that exploits both monolingual and bilingual
constraints, where the monolingual constraints
help to model words and documents in each
language while the bilingual constraints help
to build a consistent embedding space across
languages. Abdalla and Hirst (2017) used cross
sentiment analysis by computing a matrix to
convert from the vector space of one language to
that of another, based on the fact that that sen-
timent is highly “preserved” even if translation
accuracy is poor. Here it is worth noting that
most of these methods use a single resourceful
language and use it for a resource-scare lan-
guage, what sets us apart is that we have used
multiple source languages and combined their
resources to train hybrid embedding weights.

Rasooli and Collins (2017) combined a
method for deriving cross-lingual clusters and
a method for transfer of lexical information
from the target language into source language
treebanks with the density-driven approach to
annotation projection for cross-lingual senti-
ment analysis on different source and destina-
tion languages instead of a single source lan-
guage. Jain and Batra (2015) used Bilingually
Constrained Recursive Auto-encoder (BRAE)
(Zhang et al., 2014) to perform Cross-Lingual
sentiment analysis. However, in most of the
works cited above, we have to use translation
to obtain cross-lingual relations between lan-
guage pairs. As mentioned earlier, statistical
machine translation is computation-intensive
and demands an extensive corpus of bilingual
text.

The main difficulty is cross alignments, due
to word order/ syntactic differences in lan-
guages. Balamurali et al. (2012) presented an
alternative approach to CLSA using WordNet
senses as features for supervised sentiment clas-
sification. But for many resource-constrained
languages, WordNet does not exist. Hence in
the proposed methodology, we propose using
transliteration as alignments are monotonic, ie,
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they do not cross each other. Previously an
attempt was made to transliteration for senti-
ment analysis. In oder to automatically classify
sentiments of Arabizi messages. Guellil et al.
(2018) transliterated their corpus into Arabic
and used classification models like Support Vec-
tor Machines, Naive Bayes classifier and Deci-
sion Trees for sentiment analysis. However for
our experiments we will use a transliteration
scheme to obtain a common metalanguage that
can be used cross-lingual embedding training,
and classify words/ sentences using simple clas-
sification models without using any data of the
resource-scarce language.

3 Proposed Method

Training Deep neural network requires huge
amount of data, which is not feasible for low
resource languages. To avoid this, we follow
the principles of cross-lingual learning, where
model trained on one language is reused on
another language. This ensures that no data
from the target language is used during training,
and hence can be adapted in a low resource
scenario.

Our approach is as follows: similar sentiment-
annotated datasets from other languages are
leveraged to create a pool of data instead of
a single source language data, which is subse-
quently transliterated into a common language
(metalanguage) using a transliteration scheme.
We use this combined metadata as our training
data, which acts as a relatively bigger dataset
that can be used for efficient training of deep
learning-based text classification models. Addi-
tionally, it reduces the dependency on a single
language dataset. The target language dataset
is also transliterated using the same translit-
eration scheme and this transliterated data is
used only as the testing data and plays no part
in training.

We train our classification models on the
transliterated data from other languages, and
use the trained classification models to classify
words/sentences of the transliterated test set
of the target language. Thus we build our sen-
timent classification model for a language with-
out using any training data of that language
or involving any translation. As shown in the
later sections, this method yields in compara-
ble results given by state-of-the-art models like

BERT in text classification in scarce-resource
scenarios where very little or no training data
is available.

3.1 Transliteration - WX notation

We use WX notation (Gupta et al., 2010) – a
transliteration scheme for representing Indian
languages in ASCII. In this transliteration
scheme, every consonant and vowel has a single
mapping into Roman. Hence it is a prefix code,
advantageous from a computation point of
view. In the WX notation, typically lower case
letters are used for unaspirated consonants
and short vowels while capital case letters are
used for aspirated consonants and long vowels.
While the retroflexed voiceless and voiced
consonants are mapped to ‘t’, ‘T’, ‘d’, and ‘D’,
the dentals are mapped to ‘w’, ‘W’, ‘x’, and
‘X’. Hence the name of the scheme, WX, refers
to the idiosyncratic mapping.

3.2 Word and Sentence Representation

One question that naturally arises is how to
represent the words and sentences and what
embedding should be used. Our experiments
aim to create sentiment lexicon (word level)
and classify text (sentence level). Because of
this, combined with the fact that there is no cor-
pus in such meta language, the natural choice
is using character embedding. Character em-
bedding also provides the benefit that we can
have a numeric representation of the new words
that get coined to the language. Following
dos Santos and Gatti (2014), given a word W
composed of M characters {c1, c2, .r.., cM}, we
first transform each character cm into a char-
acter embedding rchrm . Character embeddings
are encoded by column vectors in the embed-
ding W chr ∈Rdchr×|V chr|. Given a character c,
its embedding rchr is obtained by the matrix-
vector product rchr = W chrvc, where vc is a
vector of size |V chr|, which has value 1 at in-
dex c and zero in all other positions. Thus,
W is represented by the sequence of character
embeddings {rchr1 , rchr2 , rchr3 , . . . rchrM }.

After transliteration, we label encode each
character of this metalanguage and represent
words as a vector of these labels (c.f. Figure
1). Each character is one-hot encoded, with
the length of the vector set to the number of
unique characters in this language. Each of
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Figure 1: Encoding sentence

these vectors is used as the initial embedding
weights for each character. For sentences, the
representation differs slightly. Sentences are
also represented as a vector of characters, with
the difference that an extra character is inserted
into the vector which represents space. The em-
bedding weight of this character is initialized
as 0, representing a NULL vector. We carried
out several experiments to test and compare
how the method works under different scenar-
ios, and how to simulate the various situations
where this method can be of use, the details of
which are given in Section 5.

4 DataSet

We used the SentiWordNet1 for Indian Lan-
guages (Das and Bandyopadhyay, 2010a; Das
and Gambäck, 2012; Das and Bandyopadhyay,
2011) for our experiments. This dataset con-
tains sentiment polarity of words in four Indian
languages – Bengali (BN), Hindi (HN), Tamil
(TA) and Telugu (TE). For each language, the
dataset contains four different files LC_POS2,
LC_NEG, and LC_NEU and LC_AMBI, list-
ing the set of positive, negative, neutral, and
ambiguous words, respectively. LC_AMBI
was not used in our experiments on word-level

1https://amitavadas.com/sentiwordnet.php
2LC is the language code – BN: Bengali, HN: Hindi,

TA: Tamil, TE: Telugu.

classification due to the negligible presence of
ambiguous words compared to the rest of the
classes. Each word in this dataset is marked
with POS category3. Table 1 presents the statis-
tics of the dataset.

For the actual sentiment analysis task,
we used the Aspect Sentiment dataset
(ReviewAH), Review Sentiment dataset
(ReviewSH) and Movie Review Sentiment
dataset (MovieH)4 (Akhtar et al., 2016).
These 3 Hindi datasets are annotated with 4
sentiment classes – positive (POS), negative
(NEG), neutral (NEU), and conflict (CON).
Table 2 presents the statistics of these datasets.

Language POS NEG NEU Total
Bengali 1,779 3,714 359 5,852
Hindi 2,313 2,337 371 5,801
Telugu 2,136 4,076 359 6,571
Tamil 2,225 4,447 361 7,033

Table 1: Statistics of the SentiWordNet for Indian
Languages

3a: Adjective, n: Noun, r: Adverb, v: Verb, u:
unknown

4www.iitp.ac.in/~ai-nlp-ml/resources.html
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Dataset POS NEG NEU CON Overall
ReviewSH 2,290 712 2,226 189 5,417
MovieH 823 530 598 201 2,152
ReviewAH 1,986 569 1,914 40 4,509

Table 2: Statistics of the Hindi Sentiment Analysis Datasets

5 Experimental Setup

For the classification task, we used various mod-
els – RNN, CNN, LSTM, GRU, Self Attention
Mechanism (Letarte et al., 2018) and a com-
bination thereof. Embedding length in each
model is set to the number of unique characters.
For the metalanguage experiments, since the
WX format converts characters to uppercase
and lowercase English characters, the embed-
ding size is set to 52. Each convolution layer
has embedding dimension=1, number of input
channel=embedding length, kernel size=1, and
number of output feature =3. For LSTM and
GRU, the embedding dimension is equal to the
input size which in turn is equal to the em-
bedding length, number of hidden states=512,
and a dropout rate of 0.01. Each model ended
with a dense layer with a softmax activation
layer for classification. Many of these layers
were combined one on top of the other for sen-
timent classification of an individual dataset.
It was tested with the following learning rates:
0.001,0.005,0.05,0.5 and the best results have
been reported. Since the data suffers from class
imbalance, proportionate samples were taken
from each class. For stacked layers, the hyper-
parameters were tweaked accordingly to adjust
input and output dimensions. For the met-
alanguage experiments, Adam optimizer was
used with a learning rate of 0.001 and sparse
categorical cross-entropy as the loss function.

6 Experiments and Results

We conducted experiments in 2 directions – (i)
inducing sentiment polarity of words, and (ii)
sentence-level sentiment analysis and aspect
analysis.

6.1 Sentiment Polarity Prediction of
Words

We carried out two sets of experiments for in-
ducing sentiment polarity in words – (a) using
training data from the target language, and

(b) without using training data from the target
language.

We first applied word sentiment classifica-
tion to individual datasets by using character
embedding and different deep learning-based
models, namely CNN, LSTM, GRU, Self At-
tention, and a combination of them. Table 3
presents the results of these experiments.

Different models (along with different learn-
ing rates) seem to work better for different lan-
guages. For the monolingual setup, GRU, CNN,
BiGRU and Self Attention produced the best
performance for Bengali, Hindi, Tamil, and Tel-
ugu, respectively. Hindi proves to be a challeng-
ing language for this task. The best accuracy
obtained for Hindi is 51.25 while for the rest 3
languages the accuracy varies in the range [60,
65]. If all the languages and models are consid-
ered, CNN with LSTM or GRU layer performs
consistently better than the other models.

Following our proposed methodology, for sen-
timent polarity induction of words in a new lan-
guage (e.g., TE), we converted both the target
language (i.e., TE) and other language (i.e., HN,
BN, TA) datasets to a common metalanguage
using the wx notation. Then we combined all
the other language (i.e., HN, BN, TA) datasets
to form the training set and trained our clas-
sification models on this dataset. The trained
models were then used to predict the sentiment
polarity for the target (i.e., TE) dataset. Thus
in this experiment, we simulated the scenario
where we used no training data of the target lan-
guage itself, instead used sentiment annotated
datasets from other languages for training.

For the cross-language experiments, Self-
Attention, CNN+GRU, LSTM, and CNN pro-
duced the best results on BN, HN, TA, and
TE, respectively. Interestingly, HN proves to
be a challenging language for the cross-lingual
setup as well.

Table 5 summarizes the best results for
each language for both monolingual and cross-
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Architecture Accuracy(%)
Monolingual Cross-Lingual

BN HN TA TE BN HN TA TE
LSTM 64.10 49.17 63.81 61.61 56.53 47.04 63.76 60.03
GRU 65.00 48.25 62.90 62.16 56.28 47.64 62.80 61.03
BiLSTM 63.10 48.50 62.86 62.27 54.69 49.78 63.08 61.97
BiGRU 64.70 46.75 64.09 60.83 56.45 49.60 58.14 57.80
CNN 63.70 51.25 63.86 62.38 57.11 49.95 61.80 62.31
CNN+LSTM 64.30 50.00 62.86 62.50 56.25 49.75 60.86 61.53
CNN+GRU 64.50 49.00 64.00 62.11 56.33 50.22 60.52 60.81
Self Attention 62.70 47.75 62.86 62.83 63.41 46.96 63.20 62.03

Table 3: Results of Word Sentiment Polarity Identification using Monolingual and Cross-lingual Frameworks

Architecture Accuracy(%)
Using training data Without Using training data

ReviewSH MovieH ReviewAH ReviewSH MovieH ReviewAH

Akhtar et al. (2016) 57.34 44.88 65.96 - - -
m-BERT 62.69 51.04 59.96 - - -
CNN 61.34 46.51 68.63 42.07 38.38 43.88
LSTM 55.89 42.12 63.30 42.27 37.19 42.06
RNN 52.98 42.89 60.86 41.86 33.90 41.48
CNN+LSTM 57.28 43.41 64.04 39.49 36.71 40.11
CNN+GRU 54.28 43.93 64.75 31.47 37.92 43.56
BiGRU 54.50 40.05 62.08 39.36 33.13 39.28
GRU 55.01 40.83 62.64 42.20 34.22 40.66
Self-Attention 53.90 40.13 60.31 37.65 34.72 43.15

Table 4: Results of Sentence-Level Sentiment Analysis and Aspect Analysis

lingual frameworks. It can be observed from
Table 5 that the results obtained in the cross-
lingual framework are typically lower in accu-
racy than the results obtained with the monolin-
gual framework, which is quite expected, how-
ever, the scores are not very far away. In the
absence of any training data for the target lan-
guage, the results of the cross-lingual experi-
ments can be considered significant.

Train Test Architecture Accuracy
BN BN GRU 65.00
TE+HN+TA Self Attention 63.41
HN HN CNN 51.25
BN+HN+TA CNN+GRU 50.22
TA TA BiGRU 64.09
BN+HN+TE LSTM/GRU 63.76
TE TE Self Attention 62.83
BN+HN+TA CNN 62.31

Table 5: Best results on each testset for the mono-
lingual and metalingual frameworks

6.2 Sentiment Analysis of Sentences
and Aspect Analysis

We used the ReviewSH and MovieH Hindi
datasets (Akhtar et al., 2016) for sentence level
sentiment classification and ReviewAH for as-
pect term sentiment analysis. Sentences from
all these 3 datasets were transliterated from
Hindi to the metalanguage with the wx nota-
tion. We used the Bengali, Tamil, and Telugu
datasets of SentiWordNet (Das and Bandyopad-
hyay, 2010b) to train the character embeddings
which are subsequently used in the classification
models. Like the word level sentiment polarity
prediction (cf. Section 6.1), we considered two
scenarios to classify the sentences – (a) using
the sentence-level training data, and (b) with-
out using the sentence-level training data. In
both the techniques the language in which the
dataset is originally built (Hindi in our case)
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is not directly used for training the model. In-
stead, the sentences are transliterated to the
wx notation and encoded using the technique
specified earlier.

80% of the dataset was used as training data
and 20% was treated as the testset. Evalua-
tion results are reported in Table 4 under the
column “Using training data”. We received the
best accuracy of 61.34, 46.51, and 68.63 on the
ReviewSH , MovieH and ReviewAH datasets,
respectively, which are significantly better than
the results reported in (Akhtar et al., 2016).
CNN produced the best results across all the
datasets. We also fine-tuned BERT on the
datasets using multilingual-BERT(m-BERT)
as an encoder followed by a simple classifica-
tion header. Although BERT outperforms in
most cases, our scores are still comparable to
those obtained with BERT.

For the case where sentence level training
data is not used, we did not use any por-
tion of the ReviewSH , MovieH and ReviewAH

datasets for training. Instead, we used trans-
fer learning where the model that was trained
to determine the embedding weights of each
character and classify words is used to classify
the sentences. It is to be noted that we did
not even use the Hindi dataset of SentiWord-
Net to train the character embeddings for this
experiment. The evaluation results are shown
in Table 4 under the column “Without using
training data”. As expected, the obtained re-
sults are much lower than the corresponding
results reported under column "Using training
data" in Table 4. However, the results suggest
that in a resource-constrained scenario where
there is no training data available, this method
can act as an effective way of classification.

7 Analysis of Results

Results suggest that our proposed method per-
forms reasonably well for different tasks and
languages. The traditional CNN architectures
captured structural features very well, which is
evident from the fact that sentiment embedded
vectors when incorporated in training produced
state-of-the-art results on most of the datasets.
We realize that using CNN will give us two
main advantages: (i) learn hidden semantics
from a metalanguage, and (ii) handling lim-
ited coverage of lexical resources. Even when

training data is not used, we achieved promis-
ing results which proves the effectiveness of
the method in a resource-constrained scenario.
An interesting observation was found in the
ReviewAH dataset, where the model gave dif-
ferent results based on the convolution window
size. For example, the models performed better
when the sentence comprised of the aspect term
and four words from either side of the aspect
term and used for sentiment classification than
the situation when 2 words from either side
were considered for training. This can be at-
tributed to the fact that the information from
the distant part of the sentences is sometimes
attributed to the overall sentiment polarity of
the aspect terms. However, the situation re-
versed when no training data was used, where
sentences with 2 words from either side pro-
vided better classification results in comparison
to sentences with 4 words from either side of as-
pect terms. This is because we used word-level
classification models to classify these sentences,
and hence these models captured the local fea-
tures of the aspect terms more efficiently and
gave better accuracy.

8 Conclusions

In this paper, we introduced the novel task of
inducing the sentiment polarity of words us-
ing character embedding-based deep learning
models. We extended the task to inducing the
sentiment polarity of words in a new language
having no training data. We carried out experi-
ments with 4 Indian languages and obtained en-
couraging results. The cross-lingual approach
proved to be an effective method in a resource-
constrained scenario. The same idea was fol-
lowed to perform sentiment analysis and aspect
analysis in Hindi without using any training
data in Hindi. While using training data, our
method outperformed the previous state-of-the-
art in sentiment analysis and aspect analysis
in Hindi.
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