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Abstract

Recent advances in automatic text summariza-
tion have contemporaneously been accompa-
nied by a great deal of new metrics of auto-
matic evaluation. This in turn has inspired re-
cent work to re-assess these evaluation met-
rics to see how well they correlate with each
other as well as with human evaluation, mostly
focusing on single-document summarization
(SDS) paradigm. Although many of these
metrics are typically also used for evaluating
multi-document summarization (MDS) tasks,
so far, little attention has been paid to study-
ing them under such a distinct scenario. To
address this gap, we present a systematic anal-
ysis of the inter-metric correlations for MDS
tasks, while comparing and contrasting the re-
sults with SDS models. Using datasets from
a wide range of domains (news, peer reviews,
tweets, dialogues), we thus study a unified set
of metrics under both the task setups. Our
empirical analysis suggests that while most
reference-based metrics show fairly similar
trends across both multi- and single-document
summarization, there is a notable lack of corre-
lation between reference-free metrics in multi-
document summarization tasks.

1 Introduction

Summarization systems, which aim to preserve
salient information from the source text in a more
concise form, are being applied to an increasingly
diverse range of domains, such as summarizing
news articles, messenger-style text conversations,
tweets, and so on (Nallapati et al., 2016; Nguyen
et al., 2018; Gliwa et al., 2019). Evaluating the
performance of these systems is still challenging,
and since human evaluation is expensive to obtain,
automatic evaluation metrics continue to provide
an effective way of evaluating summary quality.

Since no single metric can comprehensively mea-
sure every aspect of a summary, it is becoming in-
creasingly common to report system performance

in terms of multiple metrics (Fabbri et al., 2021b).
As such, it becomes desirable to find a small set
of metrics that each reflect different aspects of sys-
tem performance without redundantly repeating
information. Conversely, if a metric is highly corre-
lated with another metric but outperforms it when
compared with human evaluation, then that per-
formance difference is more significant (Graham,
2015; Bhandari et al., 2020; Pagnoni et al., 2021).
However, in order to do this, one must first under-
stand how these different metrics correlate with
each other.

Previous work has focused on studying these
metrics under the single-document summarization
(SDS) setup, especially news (Bhandari et al., 2020;
Fabbri et al., 2021b). However, it is well known
that news summarization datasets contain a strong
sentence position bias where the most salient infor-
mation tends to be at the beginning of the article
(Nenkova, 2005), which has been shown to have
a strong impact on the behavior and performance
of some summarization systems (Kryscinski et al.,
2019), but does not hold in other domains (Kedzie
et al., 2018). Evaluation metrics have also been re-
evaluated in the context of scientific articles (Cohan
and Goharian, 2016), and more recently, dialogues
(Gao and Wan, 2022), both using single documents
as input.

In contrast to SDS, multi-document summariza-
tion (MDS) is the task of generating a summary
from several related documents (Li et al., 2020;
Pasunuru et al., 2021; Xiao et al., 2022). Under-
standing how these metrics estimate MDS tasks,
however, remains unexplored. This is notable be-
cause many reference-free metrics in particular rely
on the source document to evaluate the summary,
and when the source consists of stylistically diverse
multiple documents, we postulate that it makes the
task especially challenging for reference-free met-
rics. It is unclear whether the automatic evaluation
metrics will correlate with each other in the same
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way in MDS as they do in SDS tasks. To address
these gaps, we present a systematic study on assess-
ing the inter-metric correlations between evaluation
metrics for multi-document summarization. Our
findings suggest a striking lack of correlation be-
tween the reference-free metrics under the MDS
paradigm.

Our contributions include the following: (1) We
conduct a comprehensive set of experiments for
multi-document summarization using several sum-
marization models and datasets from different do-
mains and evaluate them over a unified set of 16
metrics; (2) We contextualize our results by draw-
ing comparable insights under the single-document
summarization paradigm. (3) Lastly, we summa-
rize our key takeaways and discuss some potential
implications of our findings.

2 Related Work

Conventionally, automatic metrics for evaluating
summarization systems are mostly reference-based
which require human-written reference summaries
against which system-summaries can be compared
(Lin, 2004; Banerjee and Lavie, 2005). However,
since human annotation remains expensive to ob-
tain, automatic evaluation metrics that rely on the
source document(s) rather than human-generated
reference summaries are becoming increasingly
popular (Vasilyev et al., 2020; Scialom et al., 2021).

In parallel to this, researchers have re-assessed
how effective these different types of evaluation
metrics are, with almost all prior work focused
on the single-document framework. Cohan and
Goharian (2016) find that ROUGE is not effec-
tive at evaluating the performance of summariza-
tion systems in the domain of scientific articles.
More recently, Bhandari et al. (2020) collect hu-
man pyramid-score evaluations (Nenkova and Pas-
sonneau, 2004) of sets of 100 summaries generated
from 25 top-scoring summarization systems on the
CNN/DailyMail dataset (Hermann et al., 2015; Nal-
lapati et al., 2016). They then assess how well
8 different automatic evaluation metrics correlate
with the human annotations using the William’s
test (Williams, 1959), and they also see how well
these metrics perform on the shared tasks from the
Text Analysis Conferences (TAC). Their analysis
finds that most of the metrics fail to generalize
well to all the datasets they tested, and that dif-
ferent metrics perform well on different datasets:
MoverScore (Zhao et al., 2019) is found to correlate

Type Dataset Domain #Docs/Input

MDS
Multi-News news ∼2.75
PeerSum v2 peer reviews ∼7.75
TSix tweets ∼35.7

SDS CNN/DM news 1
SAMSum dialogues 1

Table 1: Statistics of summarization datasets

well with human evaluation on TAC-2008, Jensen-
Shannon divergence on TAC-2009, and ROUGE-2
on CNN/DM. Similarly, Fabbri et al. (2021b) col-
lect human Likert ratings of 16 systems summariz-
ing 100 documents from CNN/DailyMail, and then
use this to assess 14 evaluation metrics. They also
find that reference-free metrics are loosely corre-
lated with other metrics. The most recent work is
by Gao and Wan (2022) that assesses 18 metrics on
14 systems, generating summaries from the SAM-
Sum dataset (Gliwa et al., 2019) which comprises
of messenger-style text conversations.

We also collect system summaries and evaluate
them with automatic metrics in our work, except
we focus on the correlation between metrics, rather
than comparing with human evaluation which is in-
famously difficult (Gehrmann et al., 2022). While
prior work has focused on SDS, our analysis con-
siders both MDS and SDS frameworks, a first such
study to our knowledge, across datasets from four
different domains.

3 Experimental Setup

3.1 Data

For our experiments, we use three MDS datasets:
Multi-News dataset from the news domain (Fabbri
et al., 2019), PeerSum which involves summariz-
ing peer reviews of scientific publications (Li et al.,
2022), and TSix dataset from the tweets domain
(Nguyen et al., 2018). While the first two contain
abstractive summaries, the third one contains ex-
tractive summaries. Some sample instances from
the datasets are included in Appendix A.

As comparison, we also include two abstractive
SDS datasets: CNN/DM from the news domain
(Hermann et al., 2015), and SAMSum which in-
volves summarizing chat dialogues (Gliwa et al.,
2019). Table 1 presents statistics of the five sum-
marization datasets.
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3.2 Metrics

In reference-based evaluation, the system-
generated summaries are compared to human-
written reference summaries, while in unsupervised
reference-free evaluation, the system summaries
are evaluated using the input source document(s)
without relying on human annotations. In this
work, we consider a total of 16 widely reported
evaluation metrics, 8 each from the reference-based
(RB) and reference-free (RF) categories of metrics,
which we further group as follows:

1. (RB) Metrics that measure n-gram overlap
between the system summary and reference
summary: BLEU1 (Papineni et al., 2002),
ROUGE2 (Lin, 2004), METEOR (Banerjee
and Lavie, 2005).

2. (RB) Metrics that use static word embeddings
to compare the system and reference sum-
maries: Embedding Average (Landauer and
Dumais, 1997), Greedy Matching (Rus and
Lintean, 2012), Vector Extrema (Forgues
et al., 2014).

3. (RB) Metrics that use contextual representa-
tions to compare the system and reference
summaries: MoverScore3 (Zhao et al., 2019),
BERTScore4 (Zhang* et al., 2020).

4. (RF) Metrics that directly compare the sys-
tem summary and source document: Jensen-
Shannon divergence5 (Lin et al., 2006),
BLANC6 (Vasilyev et al., 2020), SUPERT7

(Gao et al., 2020), and ESTIME8 (Vasilyev
and Bohannon, 2021).

5. (RF) Metrics that use question-answering to
compare the system summary and source doc-
ument: SummaQA (Scialom et al., 2019),

1https://github.com/Maluuba/nlg-eval is
used for BLEU, METEOR, and the word embedding-based
metrics

2https://github.com/Diego999/py-rouge
3https://github.com/AIPHES/

emnlp19-moverscore
4https://github.com/Tiiiger/bert_score
5github.com/UKPLab/

coling2016-genetic-swarm-MDS
6BLANC-tune, which uses the summary to first fine-tune

the model
7https://github.com/Yale-LILY/SummEval

is used for SUPERT and SummaQA
8https://github.com/PrimerAI/blanc is

used for ESTIME, BLANC, and Information Difference

QuestEval9 (Scialom et al., 2021).

6. (RF) Metrics that use text generation to mea-
sure the conditional probability of generating
the summary given the source document, or
vice versa: BARTScore10 (Yuan et al., 2021),
Information Difference (Egan et al., 2021).

3.3 Models
For generating extractive summaries, we use
Lead, LexPageRank (Erkan and Radev, 2004),
TextRank (Mihalcea and Tarau, 2004), Cluster-
CMRW (Wan and Yang, 2008), BERT-Ext and
Longformer-Ext (Miller, 2019). For generating
abstractive summaries, we use BART (Lewis et al.,
2019), T5 (Raffel et al., 2019), LED (Longformer
Encoder-Decoder) (Beltagy et al., 2020), and Pe-
gasus (Zhang et al., 2020).

In our experiments on the Multi-News dataset
(Fabbri et al., 2019), we use a combination of ex-
tractive and abstractive models because both types
of models were used in the original paper. For com-
parable results, for the CNN/DM (Hermann et al.,
2015) and SAMSum (Gliwa et al., 2019) datasets,
we use the model outputs from the SummEval (Fab-
bri et al., 2021b) and DialSummEval (Gao and
Wan, 2022) collections of system summaries, re-
spectively, rather than generating summaries from
scratch. Detailed descriptions of these models and
the system outputs are included in Appendix B.

3.4 Correlation Analysis
With each dataset we collect system summaries
for a set of 100 randomly selected samples from
the test set, following recent work on measuring
correlations between metrics (Bhandari et al., 2020;
Fabbri et al., 2021b; Gao and Wan, 2022). For each
sample di, i ∈ {1...N} in a dataset D we generate
J summaries from J models, and we denote each
summary as sij , j ∈ {1...J}. We use Pearson’s r
to compute the system-level correlation between
two metrics m1 and m2 as follows:

rsysm1m2
= r([

1

N

N∑

i=1

m1(si1), ...,
1

N

N∑

i=1

m1(siJ)],

[
1

N

N∑

i=1

m2(si1), ...,
1

N

N∑

i=1

m2(siJ)]).

9https://github.com/ThomasScialom/
QuestEval

10https://github.com/neulab/BARTScore is
used for BARTScore (source -> hypothesis)

430

https://github.com/Maluuba/nlg-eval
https://github.com/Diego999/py-rouge
https://github.com/AIPHES/ emnlp19- moverscore
https://github.com/AIPHES/ emnlp19- moverscore
https://github.com/Tiiiger/bert_score
github.com/UKPLab/coling2016-genetic-swarm-MDS
github.com/UKPLab/coling2016-genetic-swarm-MDS
https://github.com/Yale-LILY/SummEval
https://github.com/PrimerAI/blanc
https://github.com/ThomasScialom/ QuestEval
https://github.com/ThomasScialom/ QuestEval
https://github.com/neulab/BARTScore


(a) Multi-News (b) PeerSum (c) TSix

(d) CNN/DM (e) SAMSum

Figure 1: Pearson’s r correlation between metrics on the system level for the MDS datasets in the top row – (a)
Multi-News, (b) PeerSum, and (c) TSix, followed by the SDS datasets in the bottom row – (d) CNN/DM, and (e)
SAMSum. Note that only statistically significant correlations are displayed (p ≤ 0.05), and reference-based and
reference-free metrics are delineated by a line.

4 Results and Analysis

In this section, we discuss the results of two main
experiments where we investigate the inter-metric
correlations across two types of summarization
(multi-document and single-document) over four
different domains (peer reviews, tweets, news, and
dialogues). In each experiment we calculate the
Pearson’s r correlations between metrics and report
statistically significant values (p ≤ 0.05).

4.1 Multi-document summarization
Figures 1a, 1b, and 1c present the results of cor-
relation analysis on the Multi-News, PeerSum,
and TSix multi-document summarization datasets.
Across all three datasets the reference-based met-
rics correlate positively with each other, whereas
correlations within the reference-free metrics are
noticeably fragmented, with PeerSum exhibiting
the most fragmentation. This is likely due to the
higher diversity in the source documents that is
intrinsic to these MDS tasks, especially in Peer-
Sum where roughly 9% of ICLR paper reviews
have a rating difference ≥ 5 (Li et al., 2022). This
makes it harder to compare the source documents
to the summary in a consistent manner. More-

over, between the two broad categories of metrics,
reference-based and reference-free, no consistent
correlation can be observed.

4.2 Single-document summarization

Figures 1d and 1e present the results of eval-
uating single-document summarization datasets
(CNN/DM and SAMSum, respectively) on the
same set of metrics as used in the previous sec-
tion for a comparable discussion. In contrast to
the observations made on the MDS datasets, here
we see a strong positive correlation within almost
all reference-free metrics, on both the datasets.
Futhermore, it is easy to see, especially on SAM-
Sum dataset, that reference-based and reference-
free metrics are highly correlated to each other
within their respective groups, but there is little
positive correlation between groups (we see some
statistically significant anti-correlation), confirm-
ing the results found in Gao and Wan (2022). On
CNN/DM, although the results appear to be a bit
more mixed, clusters of high correlation within
fine-grained categories of evaluation metrics are
clearly observed – metrics based on static or con-
textual representations (Vector Extrema, Greedy

431



Matching, BERTScore), metrics that use question-
answering or other means to compare the system
summary and source document (QuestEval, Sum-
maQA, BLANC, Jensen-Shannon, ESTIME, SU-
PERT), and the metrics that use text generation
(BARTScore and Information Difference) are all
strongly correlated.

4.3 Discussion
In comparing all the results of Figure 1, several
observations are made, thus allowing us to put for-
ward some recommendations.

• Reference-based vs. Reference-free met-
rics. First, given almost no agreement be-
tween reference-based and reference-free met-
rics, it appears that these families of metrics
measure distinct qualities of a summary, sug-
gesting the need for reporting some metrics
from each category, regardless of the summa-
rization framework or dataset domain.

• Domain-based observations. Most notice-
ably, both the datasets from the news do-
main, whether MDS (Multi-News) or SDS
(CNN/DM), exhibit similar and arguably more
fragmented heatmaps. This is in sharp con-
trast to the results from the other three do-
mains (peer reviews, tweets, and dialogues),
all of which show similar trends. This indi-
cates that conclusions drawn for these evalua-
tion metrics under one domain may not hold
true for another. Thus it is important to con-
sider the differences in domain while intro-
ducing and re-assessing evaluation metrics.

• Similarities between MDS and SDS analy-
sis. Across both paradigms of MDS and SDS,
the reference-based metrics tend to behave
similarly, i.e., correlate significantly positively
with each other (with CNN/DM being some-
what of an exception).

• Differences between MDS and SDS analy-
sis. In SDS tasks, in general reference-free
metrics tend to show high correlation with
each other suggesting that reporting a small
subset of them might be adequate. How-
ever, rather interestingly, in the case of MDS
datasets, the reference-free metrics indicate
little to no correlation. We hypothesize that
this is likely due to the unique construction of
multiple source documents being so diverse.

The striking differences between the behav-
ior of reference-free metrics under SDS and
MDS paradigms, therefore, motivate the need
for further investigation into how reference-
free metrics are applied to MDS tasks.

5 Conclusions and Future Work

We conduct an in-depth assessment of the correla-
tions between numerous evaluation metrics, includ-
ing those that use reference summaries and those
that do not, in the context of multi-document sum-
marization tasks. As a further investigation, we also
evaluate single-document summarization datasets
on the same set of metrics. Our results indicate that
evaluation metrics behave noticeably differently
when studied under MDS and SDS paradigms,
which makes metrics for MDS an interesting av-
enue of research to be explored further. Moreover,
measuring how these metrics correlate with differ-
ent dimensions of human evaluation on MDS might
be beneficial.

Limitations

As has been recently pointed out in Deutsch et al.
(2022), using system outputs on the full test set
rather than just 100 samples can make these re-
sults much more robust by giving a lower-variance
estimate of the inter-metric correlations.
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A Dataset Samples

Table 2 presents a sample instance of input docu-
ments and corresponding reference summary from
the Multi-News dataset, Table 3 presents a sample
from the PeerSum dataset, and Table 4 presents a
sample from the TSix dataset. Reference-free met-
rics used the full source documents (no truncation)
for evaluation.

B Model Details

B.1 Multi-News dataset
We generate summaries with BART (Lewis et al.,
2019), T5 (Raffel et al., 2019), LED (Beltagy
et al., 2020), Pegasus (Zhang et al., 2020), and
Longformer (Beltagy et al., 2020). Additionally,
we used the system outputs provided by (Fabbri
et al., 2019), which includes LexPageRank (Erkan
and Radev, 2004), TextRank (Mihalcea and Tarau,
2004), MMR (Fabbri et al., 2019), Transformer
(Vaswani et al., 2017), PG-BRNN (See et al., 2017),
and Hi-MAP (Fabbri et al., 2019). 11

B.2 PeerSum dataset
For generating abstractive summaries, we use four
neural-based abstractive summarization systems.
We concatenate the input documents. All pre-
trained model checkpoints accessed from the Hug-
gingface library (Wolf et al., 2019) were further
fine-tuned on PeerSum dataset (Li et al., 2022),
except for Pegasus. The systems include BART
(Lewis et al., 2019) which combines a bidirectional
encoder with an auto-regressive decoder, T5 (Raf-
fel et al., 2019) which is an encoder-decoder model
trained using teacher forcing, LED (Longformer
Encoder-Decoder) (Beltagy et al., 2020) which is
a variant of the Longformer model with both en-
coder and decoder transformer stacks, also scaling
linearly with the input, and Pegasus (Zhang et al.,
2020) which is a sequence-to-sequence model with
gap-sentences generation as a pretraining objective.
The system outputs we use in our experiments were
generated from 100 samples from the test set. Re-
views, comments, and replies were used to generate
the summaries.

B.3 TSix dataset
For generating extractive summaries, we use sys-
tems representing a mixture of traditional meth-
ods and state-of-the-art neural-based architectures.

11https://github.com/Alex-Fabbri/
Multi-News
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Our models consist of Lead12 which extracts the
first n-tweets, LexPageRank (Erkan and Radev,
2004) and TextRank13 (Mihalcea and Tarau, 2004)
which are unsupervised graph-based ranking meth-
ods, ClusterCMRW (Wan and Yang, 2008), BERT-
Ext (Miller, 2019), an extractive summarization
model14 built on top of BERT (Devlin et al., 2018)
which uses K-means clustering to select sentences
closest to the centroid as the summaries, and sim-
ilarly, Longformer-Ext which uses embeddings
from the pretrained Longformer model (Beltagy
et al., 2020). The 100 system outputs we use in
our experiments are roughly 15 tweets long on av-
erage and were generated from samples that have
between 50-100 tweets as input.

B.4 CNN/DM dataset

For the CNN/DM dataset (Hermann et al., 2015),
we used the system outputs provided by (Fabbri
et al., 2021b). This consists of 16 models, each
with 100 outputs.15

Models: LEAD-3, NEUSUM (Zhou et al., 2018),
BanditSum (Dong et al., 2018), RNES (Wu and
Hu, 2018), Pointer-generator (See et al., 2017),
Fast-abs-rl (Chen and Bansal, 2018), Bottom-Up
(Gehrmann et al., 2018), Improve-abs (Kryściński
et al., 2018), Unified-ext-abs (Hsu et al., 2018),
ROUGESal (Pasunuru and Bansal, 2019), Multi-
task (Ent+QG) (Guo et al., 2018), T5 (Raffel et al.,
2019), GPT-2 (zero-shot) (Radford et al., 2019),
BART (Lewis et al., 2019), Pegasus (C4) and Pega-
sus (dynamic mix) (Zhang et al., 2020).

B.5 SAMSum dataset

For the SAMSum dataset (Gliwa et al., 2019), we
used system outputs provided by (Gao and Wan,
2022). This consists of 14 models, each with 100
outputs.16 The dataset includes the human-written
reference and two extractive models in the sys-
tem outputs; excluding these increases correlation
between reference-free and reference-based met-
rics but does not significantly change correlations
within those groups.

12https://github.com/PKULCWM/PKUSUMSUM is
used for Lead, LexPageRank, and ClusterCMRW

13https://github.com/RaRe-Technologies/
gensim

14https://pypi.org/project/
bert-extractive-summarizer/

15https://github.com/Yale-LILY/SummEval
16https://github.com/kite99520/

DialSummEval

Models: LEAD-3, LONGEST-3, Pointer-
generator (See et al., 2017), Transformer (Vaswani
et al., 2017), BART (Lewis et al., 2019), Pegasus
(Zhang et al., 2020), UniLM (Dong et al., 2019),
CODS (Wu et al., 2021), ConvoSumm (Fabbri
et al., 2021a), MV-BART (Chen and Yang, 2020),
PLM-BART (Feng et al., 2021), Ctrl-DiaSumm
(Chen et al., 2021), S-BART (Chen and Yang,
2021).
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Input Documents (News Articles)
d1: after a year in which liberals scored impressive, high-profile supreme court victories, conservatives could be in line for wins
on some of this term’s most contentious issues, as the justices consider cases that could gut public sector labor unions and roll
back affirmative action at state universities. however, as the court’s new term kicks off monday, uncertainty surrounds several
other politically potent cases that could wind up on the court’s agenda ...
d2: the new term’s biggest rulings will land in june, as the 2016 presidential campaign enters its final stretch, and they will help
shape the political debate. “constitutional law and politics are certainly not the same thing, but they are interrelated, never more
so than in a presidential election year that will likely determine who gets to appoint the next justice or two or three, ” said vikram
d. amar, dean of the university of illinois college of law...
d3: the death penalty is shaping up to be a big issue for the supreme court as it begins a new term monday, with at least six
capital-punishment cases on the docket and a recent wave of executions keeping the justices up late to field last-minute appeals.
in the weeks ahead , the court is set to hear arguments over the constitutionality of capital sentences in florida, georgia, kansas
and pennsylvania...

Reference Summary
the supreme court is facing a docket of high-profile political cases that will test whether recent liberal victories were more fluke
or firm conviction, the new york times reports. the court — which is divided 5-4 for conservatives, but saw justice roberts vote
liberal on obamacare and same-sex marriage — will look at cases including unions, affirmative action, and possibly abortion...

Table 2: Example instance from Multi-News dataset

Input Documents (Reviews)
d1(review): This paper proposes a method to train neural networks with low precision. However, it is not clear if this work
obtains significant improvements over previous works.
Note that: 1) Working with 16bit, one can train neural networks with little to no reduction in performance. For example, on
ImageNet with AlexNet one gets 45.11% top-1 error if we don’t do anything else, and 42.34% (similar to the 32-bit result) if we
additionally adjust the loss scale...
d2(reply): We sincerely appreciate the reviewer for the comments, which indeed helps us to improve the quality of this paper.
In our revised manuscript, we keep the last layer in full precision for ImageNet task (both BNN and DoReFa keep the first and
the last layer in full precision). Our results have been improved from 53.5/28.6 with 28CC to 51.7/28.0 with 2888 bits setting.
Results of other patterns are updated in Table4...
...
...
d5(review): The authors propose WAGE, which discretized weights, activations, gradients, and errors at both training and
testing time. By quantization and shifting, SGD training without momentum, and removing the softmax at output layer as well,
the model managed to remove all cumbersome computations from every aspect of the model, thus eliminating the need for
a floating point unit completely. Moreover, by keeping up to 8-bit accuracy, the model performs even better than previously
proposed models. I am eager to see a hardware realization for this method because of its promising results...

Reference Summary (Meta-Review)
High quality paper, appreciated by reviewers, likely to be of substantial interest to the community. It’s worth an oral to facilitate
a group discussion.

Table 3: Example instance from PeerSum dataset

Input Documents (Tweets)
d1: Tech company Nanoco says #Brexit could limit supply of talent.
d2: #Pound closes at another 30 year low. Down to $1.21, fallen 7% in 10 days since #TheresaMay’s ”hard #Brexit” speech.
#GBP. . . .
d3: I hope this radio host has a lot of mics, because he keeps dropping them. #brexit.
d4: Today’s guest article: Gerald Stubbs laments #Britain losing 40 years of progress because of #Brexit. Please share: htt. . . .
d5: Perhaps we should be pleased and encouraged to see that they’re worried and anxious enough about derailment of #Brexit to
resor. . . .
d6: How to save what is left of #Greece? Here’s one hint: #Brexit..
d7: Jacob Rees Mogg’s ’Ladybird Constitution’. via #Brexit #jacobreesmogg.
....
....
....
d62: . ’Leaked Treasury papers show UK Government #brexit chaos will damage Scottish economy’.
d63: GBPUSD Rallying on Back of Potential Brexit Turn Around.
d64: Brexit ’will stunt national living wage growth by 10p an hour’.
d65: UK Prime Minister May backs down on parliament vote over her Brexit terms — South China Morning Post.

Reference Summary
Prof Patrick Minford:: EU and trade #EU #brexit #referendum #voteleave 9..
Good Ganeha you think you have an understanding how dim #Brexit vote leave people are... And then you see new evidence. . . ..
Now Dutch wants own EU vote & Czechs say they might leave #EU #brexit #referendum #voteleave 4..
Pound Soars as Hard Brexit Fears Recede, US Dollar Aims Higher DailyFX on #GBPUSD..
UK Prime Minister May backs down on parliament vote over her Brexit terms: Prime Minister Theresa May has acc....
IEA cuts oil demand forecast for 2017 #healthinnovations #pharma #banking #stocks #Brexit #oil. . . ..
Leave EU and we’ll make your lives a misery: Juncker’s warning to Britain #EU #brexit #referendum #voteleave 3..
Still would be less crazy than hard Brexit.... . . ..

Table 4: Example instance from TSix dataset
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