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Abstract

Automatic Text Summarization has seen a large
paradigm shift from extractive methods to ab-
stractive (or generation-based) methods in the
last few years. This can be attributed to the
availability of large autoregressive language
models (Lewis et al., 2019; Zhang et al., 2019a)
that have been shown to outperform extrac-
tive methods. In this work, we revisit ex-
tractive methods and study their performance
against state of the art(SOTA) abstractive mod-
els. Through extensive studies, we notice that
abstractive methods are not yet completely ab-
stractive in their generated summaries. In addi-
tion to this finding, we propose an evaluation
metric that could benefit the summarization re-
search community to measure the degree of
abstractiveness of a summary in comparison
to their extractive counterparts. To confirm the
generalizability of our findings, we conduct ex-
periments on two summarization datasets using
five powerful techniques in extractive and ab-
stractive summarization and study their levels
of abstraction.

1 Introduction

The amount of data on the internet has been grow-
ing exponentially creating excessive information
for users to consume. Automatic text summariza-
tion alleviates this issue of information overload
by producing shorter and concise summaries that
capture the essence of the long source text. Au-
tomatic text summarization can be broadly clas-
sified into kinds- Extractive summarization and
Abstractive summarization. Extractive summariza-
tion identifies important excerpts from the source
document to produce summaries. These excerpts
are composed of sentences and phrases which the
model deems most appropriate for summarizing
the source document. With the advent of sophis-
ticated language models trained on large amounts
of data, most of the recent work in summariza-
tion has drifted towards abstractive summarization.
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Summarization tasks have now become one of the
benchmarks to beat with many of the SOTA genera-
tion models. In abstractive summarization, natural
language generation techniques are employed to
generate a summary.

Humans write concise summaries by introduc-
ing novel words and only using information from
the source text that they deem absolutely neces-
sary. Since abstractive summarization models gen-
erate words which are not necessarily present in
the source text as is, the expectation is that the sum-
maries generated would be truly abstractive and
hence closer to human generated summaries. In the-
ory, abstractive summarization models should out-
perform extractive methods as they have the ability
to generate free form text like humans. In practice,
however, we find that the abstractive summaries of
SOTA models today are closer to extractive sum-
maries than to the human generated summaries
against which they are compared. Table 1 shows a
generated summary by BART that has many over-
lapping snippets with the context. These observa-
tions have previously been unnoticed largely due
to the evaluation methods that have been employed.
As performing human evaluations is expensive, au-
tomatic metrics like BLEU (Papineni et al., 2002)
and ROUGE (Papineni et al., 2002) have been used
widely to measure the amount of overlap between
generated summaries and reference summaries. As
a result, these evaluation methods were not geared
towards measuring abstractiveness of summaries.
To better differentiate summaries generated by ab-
stractive summarization models from their extrac-
tive counterparts, we also propose an evaluation
metric called AbsExtScore.

In order to analyze the extent of these issues in
abstractive summarization models, we chose three
SOTA abstractive summarization models trained
on CNN DailyMail (See et al., 2017) and the X-
Sum (Narayan et al., 2018) datasets (Section 3).
We also chose two SOTA extractive summarization
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Context

Abstractive Summary

Ground Truth

...prince george’s first year - which boosted the
economy by £247m...that a little girl could bring
in £150m for the british economy...a princess
would be able to set trends throughout her

signed her clothes or those who can make quick
knock-off copies

life...which will be great for the people who de-

prince george’s first year boosted the economy
by £247m. a little girl could bring in £150m for
the british economy. a princess would be able to
set trends throughout her life. this will be great
for the people who designed her clothes or those
who can make quick knock-off copies.

as kate and william prepare to welcome their second child , there s no
doubt that the royal couple ’s favoured childrenswear brands are hoping
to cash in on the arrival .indeed , if prince george ’s first year - which
boosted the economy by 247m - is anything to go by , anything that
the second-born touches will turn to gold and copycat designs will bring
a welcome boost to the high street .the baby could generate a billion
pounds over its lifetime .

Table 1: Example of Context, Ground truth and Abstractive Summary from CNN/DM dataset.

models trained on the same datasets (Section 4).
We make the following observations and contribu-
tions:

* We observe that abstractive summarization mod-
els are not introducing enough novelty words and
more simply copying over the words from the
source text (Section 5).

* We observe that there is a large overlap between
the extractive and abstractive summaries which
questions the abstractiveness of the summaries
generated by abstractive summarization models.

* To measure the quality of summaries in terms of
abstractiveness, we propose an evaluation metric
called AbsExtScore (Section 5.3). We also show
that there is a correlation between human judge-
ments and this evaluation metric by conducting a
human subject study on a sample of summaries.

2 Related Work

Both extractive and abstractive summarization tech-
niques have been well studied in the Natural Lan-
guage Processing (NLP) community. Earlier work
in extractive summarization relied on clues such as
position of sentences and frequency of words while
extracting most important snippets for summaries
(Khan and Salim, 2014; Baxendale, 1958). More
recently, neural network-based extractive summa-
rization have gained more popularity (Alami et al.,
2019; Xu and Durrett, 2019; Chen et al., 2018;
Mohsen et al., 2020; Anand and Wagh, 2019;
Zhong et al., 2020; Liu et al., 2019).

There has also been significant work in abstrac-
tive summarization (Genest and Lapalme, 2012;
Barzilay et al., 1999; Tanaka et al., 2009). Most of
the recent approaches use encoder-decoder archi-
tectures to generate summaries (Lee et al., 2020;
Yao et al., 2020; Iwasaki et al., 2019; Zhang et al.,
2019a; Raffel et al., 2019a; Lewis et al., 2019).
These methods produce summaries using words
that are not present in the source text and hence
these methods have gained more popularity over
the last few years. Transformer models with self-
supervised training (Devlin et al., 2018; Radford
et al., 2018; Raffel et al., 2019a; Yang et al., 2019;

Clark et al., 2020; Liu et al., 2019) have shown to
perform well on language learning when fine-tuned
on various NLP tasks. More recently, BART(Lewis
et al., 2019), PEGASUS (Zhang et al., 2019a) and
T5 (Raffel et al., 2019b) have shown state-of-the-art
performance in abstractive summarization, so we
analyze the generated summaries of these models in
comparison with SOTA methods in extractive sum-
marization (Zhong et al., 2020; Liu et al., 2019).
Previous work on measuring the abstractiveness
and extractiveness in summaries has been restricted
to measuring diversity of n-grams (Scialom et al.,
2020; Grusky et al., 2018) but we move to a more
semantic based metric to measure these aspects of
a summary.

3 Datasets

We use two standard summarization benchmarks:

CNN-Dailymail (2017) : a corpus of news articles
and human generated summaries. We use the entire
test set of size 11, 490.

X-Sum (2018) : corpus of news articles and the task
is to predict the first sentence given the remaining
article content. We again use the entire test set of
11, 334 samples from this dataset.

4 Models

We study BART (Lewis et al., 2019), PEGASUS
and T-5 (Raffel et al., 2019c¢) for abstractive sum-
marization. For extractive summarization we use,
BertSumExt (Liu, 2019) and MatchSum (Zhong
et al., 2020). We use the versions fine-tuned on
the datasets described in Section 3 for experiments.
These models are in the top 10 on the leaderboard at
the time of writing this paper !. These approaches
are described below:

BART: An encoder decoder model that uses a bidi-
rectional encoder and an autoregressive model as
its decoder. The model is trained using de-noising
objective.

PEGASUS: Encoder decoder model that is pre-
trained to encourage abstractive summarization.

"https://paperswithcode.com/dataset/cnn-daily-mail- 1
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CNN XSum

Mean,, BLEU-1 | BLEU-2 | Mean], ) BLEU-1 | BLEU-2
ground truth | 0.751}9 905] | 0-833 0.605 05190.159 | 0572 0.279
bart 0942(0.055] | 0955 0.903 0.608(9.169] | 0-601 0.383
pegasus 08891 063 | 0913 0.833 05840 174) | 0641 0.371
5 09321 0s1) | 0937 0.849 0.685(0.187 | 0726 0.446

Table 2: We measure the overlap between the source article and summaries by different models. Both the overlap
metric defined in Section 5.1 and the BLEU metric without brevity penalty are shown in the tables. For the overlap

metric we show both the mean(u) and sigma(o).

The model is trained to predict masked out sen-
tences in the source text.

T-5: Text-based language problems are handled in
a unified Text to Text framework to obtain signifi-
cant improvements on several benchmark tasks.
BertSumExt: Model learns to pick the top 3 sen-
tences that seem most relevant from the source text
using Bert and inter-sentence transformer layers.
MatchSum: Model uses semantic matching be-
tween the document and the candidate summaries
to pick the summary that is closest to the document.
They achieve this using a margin-based triplet loss.

5 Experiments and Results

The summarization community has looked at us-
ing text overlap metrics like, BLEU or METEOR.
The widely used text overlap metric for summa-
rization is ROUGE-L that measures the overlap of
words using Longest Common Subsequence be-
tween the generated summary and the ground truth.
While these metrics attempt to compare the ground
truth with the generated sentences, they certainly
do not measure the abstractive component that one
expects from abstractive summarization models.
We describe experiments that show the model is
merely copying words from the source text and
not introducing novel words present in the ground
truth. In order to allow future models to measure
this abstractiveness we introduce a metric called
AbsExtScore that will allow us to measure the ab-
stractive prowess of these summarization models.

5.1 Source Text and Summary Overlap

We measure the percentage overlap of the words
between the summary and the article for both
the ground truth and the generated summaries,
overlap_metric(J) = (SNT)/|T|, S represents
the set of source words and 7" represents the set of
target words in the summary (be it ground truth
or model generated). We also use the conven-
tional BLEU metric to measure overlap between
the source article and the target. However, we set
the brevity penalty (BP) to 1 in order to reduce the

penalty owing to the long sentences in the source
article.

We see that the ground truth summaries have
a much lower overlap with the article indicating
that humans write a more abstractive version of the
summary when compared to how a model performs
abstractive summarization (Table 2). All the results
are statistically significant using t-test. We see
that there is at least 15% less overlap between the
ground truth and generated summaries from any
model on the CNN dataset and 8% less overlap on
the XSum dataset. We also see that the overlap with
BLEU is 10 — 15 points higher for the generated
summaries than the ground truth showing that the
models are copying several words from the source
text without actually introducing novel words.

5.2 Overlap between Abstractive and
Extractive Summaries

We wanted to understand if the overlap between
the abstractive summary and the ground truth was
larger than the abstractive summary and the ex-
tractive summary. To investigate this, we measure
the overlap between the summaries produced by
3 abstractive models and the summaries produced
by 2 extractive models on 2 different datasets us-
ing Equation 1. However, in Table 3 we see that
all the 3 abstractive models overlap more with the
extractive summaries than the actual ground truth.

5.3 AbsExtScore

Abstractive summaries have to be closer to the
ground truth in semantic space when compared
to the extractive summary for any given source text.
We use this as the foundational principle for our
AbsExtScore which measures these distances in
the semantic space. We project all the three sum-
maries (abstractive, extractive and ground truth)
into semantic space using the Siamese Distil Bert
model (Reimers and Gurevych, 2019) trained on
Bing queries. We use this model as it allows us
to adapt well to different domains of source texts.
Owing to the contrastive loss that this model was
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CNN XSum
MatchSum BertSumExt Ground Truth MatchSum BertSumExt Ground Truth
BART 0.53410.157) 0.528(0.159) 0.348[0.129) 0.3240.139) 041910.177) 0.419(0.183)
PEGASUS | 0.547(0.157] 0.532(9.1¢] 0.38170.142) 0.309(0.134) 041110.1g) 0.447(0.104)
TS5 0.706[0.22] 0.657[0.239) 0.4989.227] 0.37510.166] 0.46610.204] 0.36810.181]

Table 3: Overlap between the abstractive and extractive summaries. We see that the abstractive summaries overlap
more with their extractive counterpart than with the ground truth.

CNN XSum
Eucledian Distance Cosine Similarity Eucledian Distance Cosine Similarity
BART | PEGASUS T5 BART | PEGASUS T5 BART | PEGASUS T5 BART | PEGASUS T5
MatchSum 0.72 0.663 | 0.615 0.724 0.668 | 0.629 0.13 0.103 0.25 0.14 0.108 | 0.277
BertSumExt 0.714 0.654 | 0.643 0.713 0.656 | 0.646 0.472 0.405 | 0.683 | 0.4661 0.398 | 0.674

Table 4: AbsExtScore between different Abstractive and Extractive Summarization models. On CNN/DM we
observe that both the Euclidean distance and cosine similarity favors the extractive summary over the ground truth
for all scenarios. While on the XSum dataset it favors the ground truth in 3/6 scenarios. We conducted a proportions

z test and all results are statistically significant.

trained on, the model should be capable of captur-
ing the difference in semantics of the three sum-
maries. We define the score as below:

N .
Yoo argmin(d(eabs; €gt), d(€abs, ecat))
N

AbsExtScore =
(€]
Here N is the total number of samples present
in the test set. eqps, €4t and ey refers to embed-
dings obtained by using the MS Marco Distil Bert
model (Reimers and Gurevych, 2019). d refers
to the L2 distance between the two vectors. We
also experimented with the use of a cosine simi-
larity function. In this case we take argmaz as
we want the vectors to be close to each other. We
want the AbsExtScore to be close to 0 so that the
abstractive vectors are closer to the ground truth
vectors and not the extractive vectors. However,
from Table 4 we see that in only 3/12 different
scenarios is the score less than 0.40, showing that
the abstractive models overlap quite significantly
with the extractive summaries in semantic space.
We observe the same correlation with both the co-
sine similarity and Euclidean distance measures
(L2 distance). Our metric is different from seman-
tic measure metrics like BERTScore (Zhang et al.,
2019b) and BART Score (Yuan et al., 2021) as our
metric captures both semantic similarity and ‘ab-
stractiveness’ measures. We are not proposing a
metric that measures the overlap between generated
sentence and ground truth. We are only trying to
introduce another dimensionality of measurement
that helps answer the degree of abstractiveness of
the model at a corpus level.

5.3.1 Human Subject study

To understand if there is a correlation between
the automated metric proposed above and human

judgement, we conducted a pilot human evaluation
by randomly sampling 50 data points from the test
set of CNN/DM. We presented the abstractive sum-
mary of this data point and asked the annotator to
judge if it was closer to the ground truth over its
extractive counterpart. We picked the BART ab-
stractive model and MatchSum extractive model for
this study. We got 3 annotations per datapoint (150
total). We said that "An example of close resem-
blance includes but not limited to having similar
phrases or having matching words." to provide a
judgement baseline to the annotators. We ran this
study on Amazon Mechanical Turk. We removed
a few annotations which were done in under 15
seconds (random annotations) . This reduced our
total annotations to 62. Out of the 62 annotations,
41 said that the abstractive summaries are closer to
extractive summary while 21 felt that it was closer
to ground truth. We conducted a proportion z test
to find that this result is statistically significant
(p-value=0.007). Humans thought the abstractive
summaries are close to extractive summaries 66%
of the time while our metric gave a score of 72%.
Agreement between humans and our metric was
76%.

6 Conclusion and Future Work

A central tenet of abstractive models is to abstract
relevant information from source text. We find that
the abstractive models merely copy words from
source text and are failing to insert novelty words.
We show that the abstractive summaries are closer
to the extractive summaries than they are to ground
truth. We use models built for semantic understand-
ing to introduce a new metric called AbsExtScore
which the summarization community can adopt to
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understand the level of abstraction introduced by
their proposed abstractive models in comparison to
their extractive counterparts. We conducted a hu-
man subject study to show the correlation between
the automated metric and human judgements.
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A Appendices

A.1 Overlap of Abstractive models with
Source Text

A.1.1 CNN/DM Dataset
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A.2 Overlap of Abstractive models with

Extractive Models.

A.2.1 CNN/DM Dataset
BertSumExt
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A.2.2 XSum Dataset
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