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Abstract
This paper proposes a multilingual Automated Text Summarization (ATS) method targeting the Financial Narrative Summa-
rization Task (FNS-2022). We developed two systems; the first uses a pre-trained abstractive summarization model that was
fine-tuned on the downstream objective, the second approaches the problem as an extractive approach in which a similarity
search is performed on the trained span representations. Both models aim to identify the beginning of the continuous narrative
section of the document. The language models were fine-tuned on a financial document collection of three languages (English,
Spanish, and Greek) and aim to identify the beginning of the summary narrative part of the document. The proposed systems
achieve high performance in the given task, with the sequence-to-sequence variant ranked 1st on ROUGE-2 F1 score on the
test set for each of the three languages.
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1. Introduction
Machine Learning and Natural Language Processing
have seen a tremendous increase in applications in the
financial sector, mainly due to the need for automated
approaches addressing financial tasks on both quali-
tative and quantitative data. Financial narrative sum-
marization is a task that has drawn the attention of
academia over the past couple of years with works re-
garding financial reports summarization (Suarez et al.,
2020; Abdaljalil and Bouamor, 2021; Orzhenovskii,
2021) or financial news summarization (Passali et al.,
2021). This is mainly because these computer-aided
techniques could have an actual impact by saving con-
siderable human manual annotation time and effort.
In this paper, we present our system regarding the Fi-
nancial Narrative Summarization Shared Task 1 which
aims to summarize the annual financial reports from in-
ternational firms in three different languages: English,
Greek, and Spanish. The input datasets are comprised
of annual reports along with a set of human-curated
summaries for each report, made by different annota-
tors. Based on data statistics that will be presented in
detail in Section 3, the summaries are created based on
both extractive and abstractive approaches. This, along
with the multilingual nature of the provided data, poses
an additional level of difficulty on this specific task and
paves the way for more sophisticated and holistic ap-
proaches to tackle these challenges.
We propose two distinct approaches to tackle the prob-
lem of Financial Narrative Summarization. Based on
these, we implemented four systems that were tested
and submitted to the shared task. All of the submitted
systems leverage the fact that in the provided use case,
the sentences that comprise the summary are usually
extracted from the initial document in consecutive or-
der. Therefore, we formulate the problem to identify

*Both authors contributed equally to this work.
1http://wp.lancs.ac.uk/cfie/fns2022/

the beginning of the summary in the document’s cor-
pus, following one abstractive and one extractive ap-
proach. In summary:

• Sequence-to-sequence approach: We use a pre-
trained abstractive summarization model that is
fine-tuned on the downstream task and aims to
generate the start of the summaries.

• Template-based approach: We learn span repre-
sentations from the financial documents in an un-
supervised manner, and we apply similarity search
on them to find suitable candidates for the sum-
mary start by building an index of summary tem-
plates.

The rest of the document is structured in the follow-
ing manner: Section 2 presents the related work around
text summarization and multilingual text representa-
tions. Section 3 describes the dataset used in this
work. Section 4 presents the system created to deal
this task. Section 5 presents the experiments and the
results for each implemented model. Finally, Section
6 summarises the results and prompts for a discussion
about future work and further applications.

2. Related Work
This section reviews the recent developments in Au-
tomated Text Summarization (ATS) and multilingual
sentence embeddings and highlights the connection be-
tween our approach and the related literature.

2.1. Text summarization
There are two types of Automatic Text Summarization:
Abstractive Summarization and Extractive Summariza-
tion. Automatic Text Summarization via the Extractive
method constructs a summary by selecting the most
pertinent sentences from the text and concatenating
them. State-of-the-art extractive summarization meth-
ods use transformer based approaches modifying the
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BERT model (Liu and Lapata, 2019), proposing hierar-
chical encoder architectures (Liu and Lapata, 2019), as
well as using summary-level representations (Zhong et
al., 2020), leveraging the semantics of the entire sum-
mary. Automatic Text Summarization via the abstrac-
tive method consists of forming a summary inspired by
human cognitive processes, understanding the text and
writing a condensed version of it with minimal seman-
tic loss. Important works around abstractive summa-
rization involve the use of the encoder-decoder archi-
tecture for generating summaries in an auto-regressive
manner (Liu and Lapata, 2019) and text generation
(Lewis et al., 2019; Zhang et al., 2020). ATS has
been applied in various use cases and domains with in-
teresting academic work around news summarization
(Sethi et al., 2017), biomedical document summariza-
tion (Azadani et al., 2018), legal document (Anand
and Wagh, 2019) and scientific paper summarization
(Alampalli Ramu et al., 2019). In this work, we use
both extractive and abstractive summarization inspired
by the literature, and we apply a custom filtering pre-
processing procedure to the input data.

2.2. Multilingual Sentence Representations
Language models and transfer learning have become
one of the cornerstones of natural language process-
ing in recent years, especially in the context of ma-
chine translation and multilingual text representations.
While some approaches were built for a single lan-
guage or several languages separately, there is recent
literature that demonstrates models trained on datasets
that contain sentences from various languages, out-
performing monolingual models in various multilin-
gual benchmarks. Notable works propose methods to
handle low-resource languages through zero-shot or
few-shot cross-lingual transfer (Pfeiffer et al., 2020;
Cao et al., 2020), as well as massive multilingual pre-
training (Devlin et al., 2018; Xue et al., 2020) for both
auto-encoder and auto-regressive models. Addition-
ally, there has been a recent growing interest in us-
ing individual raw sentences for self-supervised con-
structive learning on top of pre-trained language mod-
els (Liu et al., 2021; Gao et al., 2021). In our case,
we also use constructive learning in a multilingual set-
ting to acquire multilingual representations of the sum-
maries.

3. Dataset
The provided datasets included documents of financial
reports along with a set of human-curated summaries.
The corpora of the reports were extracted through Op-
tical Character Recognition (OCR) from the original
PDF documents. Each report in the English dataset
had from three to seven respective gold summaries,
whereas both the Greek and the Spanish reports had
two respective gold summaries each. As presented
in Table 1, the number of data samples for the En-
glish documents is far more than for the other two lan-
guages. This could pose a challenge when it comes

Language Split Number of Documents
Report Summary

English
Train 3000 9873
Validation 363 1250
Test 500 1673

Greek
Train 162 324
Validation 50 100
Test 50 100

Spanish
Train 162 324
Validation 50 100
Test 50 100

Table 1: Datasets split sizes per language.

to the fine-tuning of monolingual approaches. Moti-
vated by this, instead of using a monolingual approach
exclusively for each language, we also tested multilin-
gual approaches on both the high resource language,
English, and low resource languages, Greek and Span-
ish.
The lengths of the reports follow the same distribution
in all languages with an average size of around 46500
tokens. However, the size of the gold summaries varies
a lot among the three languages with the English and
the Spanish datasets following the same distribution
with a median size of around 775 tokens, and the Greek
dataset around 1500 tokens.
Exploratory analysis was also made regarding the ex-
istence of the gold summary’s sentences in the corre-
sponding report as well as the position of the summary
in the document. Based on these descriptive results, we
found that for the English dataset, the summaries are
extracted from the document in a continuous fashion.
This signals that not only the summarization method
was an extractive one, but also finding the start of the
summary in the document and taking consecutive sen-
tences someone can construct the gold summary with
high accuracy performance. While this finding hints at
an extractive way of formulating this text summariza-
tion problem, the rest of the datasets follow a different
approach. For both the Greek and the Spanish cases,
in more than 85% of the samples, the gold summary
could not be found in the document which means that
they are not a sequential subset of the reports and there-
fore an abstractive method might be more well suited.
To tackle this heterogeneity of the datasets, we decided
to apply different experiments that leverage the power
of both sequence-to-sequence models as well as auto-
encoding ones and apply them to the task of identifying
the start of the summary in the documents.

4. System
In this section, we present in detail the two approaches
that the submitted systems are based on and explain the
methodology behind them.
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4.1. Sequence-to-sequence approach

In this abstractive summarization approach, we used a
pre-trained sequence-to-sequence model, fine-tuned on
the provided dataset on the task of start-of-summary
prediction (Orzhenovskii, 2021). To achieve this, at the
inference time, the model performs a similarity search
between the output generated from the model and each
sentence of the document. It then locates the span that
is the closest match in terms of token similarity and se-
lects it as the beginning of the summary. Having this
selected start point in the document, it constructs the
summary by taking the 1000 consecutive words. We
submitted two flavours of this approach; one that uti-
lizes the multilingual power of the used sequence-to-
sequence model and keeps the input data in its original
format, and one that translates the Greek and Span-
ish data into English, runs inference and then trans-
lates back the generated summaries to their original
languages.

4.2. Template-based approach

We also propose an extractive summarization using an
unsupervised summary generation method to find the
best start candidate in a report to begin the summary
with. The motivation behind this approach is the as-
sumption that the start of the golden summaries can be
clustered into different templates, and for each report,
we want to start the generated summary with a block of
tokens similar to the existing templates in our training
dataset. We achieve this by mapping the span repre-
sentations of the reports and the start block of the sum-
maries in the same embedding space using BERT-like
models. First, we compute the representations of the
first 64 tokens of each summary, and we cluster them
using the k-means algorithm. Next, we extract all 64-
token blocks of each report with a 32-token window
and compute their representations. For each report, we
then find the block with the highest cosine similarity to
all the clusters’ centroids and consider it the beginning
of the summary. Similarly, as with the sequence-to-
sequence approach, having the selected span represen-
tation as the start of the summary, we take 1000 consec-
utive words (in addition to the start-of-summary span)
and construct the predicted summary for the document.
Once again, we submitted two variants of this method,
having as input the original data format as well as their
translations (for Greek and Spanish).

5. Experiments & Results

We first evaluate the proposed template-based ap-
proach with different models to get span represen-
tations. Then, we compare the best template-based
model with the pre-trained abstractive summarization
model fine-tuned on the given task.

Lang Model Rouge-1 Rouge-2 Rouge-L

EN

mBERT 0.4059 0.2570 0.3875
mDeBERTa 0.4012 0.2544 0.3824
MAD-XmBERT 0.4059 0.2548 0.3872
Mirror-mBERT 0.4016 0.2525 0.3827

GR

mBERT 0.1337 0.0363 0.1259
mDeBERTa 0.1267 0.0348 0.1179
MAD-XmBERT 0.1335 0.0373 0.1264
Mirror-mBERT 0.1320 0.0360 0.1247

ES

mBERT 0.2354 0.0984 0.2068
mDeBERTa 0.2180 0.0838 0.1900
MAD-XmBERT 0.2317 0.0978 0.2030
Mirror-mBERT 0.2300 0.0968 0.2017

Table 2: Rouge F1 scores on the validation sets be-
tween the constructed summaries and the golden sum-
maries for each language dataset using different back-
bone models for the template-based approach. Scores
in bold are the best model for each language.

5.1. Unsupervised summary generation
using span representations

5.1.1. Zero-shot setting
For the unsupervised summary generation case, we first
used mBERT (Devlin et al., 2018) and mDeBERTa (He
et al., 2021) as baseline models for the span repre-
sentations. These are transformer-based models, pre-
trained on a large corpus of multilingual data in a
self-supervised fashion. Both of them are trained on
the Mask Language Model objective, meaning that the
model is asked to predict a masked token in a given
text input. Consequently, they manage to learn bi-
directional representations of the input sentences. We
used these pre-trained models on all languages without
any fine-tuning on the datasets. We used the average
of the text’s tokens output embeddings as span repre-
sentations. For the k-means algorithm, we ran experi-
ments with k = 1, 3, 5, 10 and reported the results with
the highest validation Rouge F1 score, which were ob-
tained with k = 10.

5.1.2. Fine-tuned setting
Additionally, we fined-tuned and tested two
transformer-based models: Mirror-BERT (Liu et
al., 2021) and MAD-X (Pfeiffer et al., 2020). Mirror-
BERT leverages the contrastive learning technique
and is trained on fully identical or slightly modified
text span pairs as positive fine-tuning examples while
maximizing their similarity during identity fine-tuning.
In our experiments, we used the same implementation
and training setup introduced by the authors of the
Mirror-BERT paper2 (Liu et al., 2021), using mBERT.
MAD-X is an adapter-based framework that enables
high parameter-efficient transfer to arbitrary tasks
and languages by learning modular language and
task representations. In our experiments, we used the

2https://github.com/cambridgeltl/mirror-bert
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mBERT version of the MAD-X, and we fine-tuned a
separate adapter for each language. We used the same
training setup suggested by AdapterHub 3. We used
both of the models to get the span representations and
then applied the method proposed in Section 4.

5.1.3. Experimental Results
Results for the unsupervised extractive summarization
approach can be found in Table 2. There is no a signif-
icant difference in terms of Rouge scores between the
different models to get the span representations. We
can however notice that the scores for English are much
higher than the two other languages. That could be ex-
plained by the limited number of samples provided for
both Greek and Spanish. As noticed in Section 3, the
distribution of the summaries in Greek is slightly dif-
ferent from the other two. Such a singularity could po-
tentially explained why the performance in Greek are
the lowest. As the performance obtained with mBERT
are marginally better than with the other models, we
decided to select that model for the shared task.

5.2. Unsupervised vs supervised learning
For the sequence-to-sequence modeling, we used the
mT5 (Xue et al., 2020) model, which is a massively
multilingual pre-trained text-to-text transformer model.
mT5 is a multilingual extension of T5 (Raffel et al.,
2020) that was pre-trained on a new Common Crawl-
based dataset covering 101 (mC4). In our experiments,
we used the same data preparation pipeline and training
setup as (Orzhenovskii, 2021). The only difference is
the maximum source length, which is set to 3900 due
to limited GPU memory. In Table 3, we compare the
performance of fine-tuned mT5 with the best unsuper-
vised model, which is obtained with mBERT. The su-
pervised approach significantly outperforms the unsu-
pervised approach in English, but we can see that both
approaches obtained similar performance in Greek and
Spanish. Such a result is a good indicator that the un-
supervised approach is a promising alternative to the
computationally expensive sequence-to-sequence mod-
eling approach when the number of training samples is
quite limited. As the results with mT5 on English were
however significantly better, we decided to submit this
system to the shared task.
Further experiments were conducting following a
slightly different approach by formulating the problem
as a span classification task. In this case, we select a be-
ginning span from the summaries and spans from docu-
ments that are not present in the respective summaries,
and perform span classification on whether the span is a
start-of-summary or not. For this classification task, we
used a monolingual BERT-like model that is trained on
the respective language of the dataset. Therefore, we
used BERT (Devlin et al., 2018), Greek-BERT (Kout-
sikakis et al., 2020) and BETO (Canete et al., 2020)
for the English, Greek and Spanish respectively. These

3https://github.com/Adapter-Hub/adapter-transformers

Lang Model Rouge-1 Rouge-2 Rouge-L

EN
mBERT 0.4059 0.2570 0.3875
mT5 0.4402 0.3014 0.4236

GR
mBERT 0.1337 0.0363 0.1259
mT5 0.1336 0.0367 0.1258

ES
mBERT 0.2354 0.0984 0.2068
mT5 0.2259 0.0921 0.1970

Table 3: Rouge F1 scores on the validation sets be-
tween the sequence-to-sequence approach (mT5) and
the proposed unsupervised generation approach based
on mBERT. Scores in bold are the best obtained for
each language.

Lang Model Rouge-1 Rouge-2 Rouge-L

EN
mBERT 0.451 0.275 0.425
mT5 0.489 0.365 0.479

GR

mBERT 0.315 0.130 0.238
mT5 0.346 0.141 0.267

English-based model with translation
mBERT 0.309 0.115 0.225
mT5 0.309 0.115 0.224

ES

mBERT 0.454 0.138 0.168
mT5 0.466 0.157 0.238

English-based model with translation
mBERT 0.449 0.128 0.159
mT5 0.443 0.131 0.167

Table 4: Rouge F1 scores on the test sets between the
constructed summaries and the golden summaries for
each language dataset. Scores in bold are the best ob-
tained for each language.

approaches were not the final submission to the task
since their performance was substantially inferior that
the rest of the implemented systems.

5.3. Results on the Shared Task
On the test set from the shared task, the results reported
in Table 4 show that the mT5 outperforms our proposed
unsupervised approach in all the provided languages.
Given the fact that mT5 is a supervised model trained
on a massive multilingual dataset and later fine-tuned
on the task’s training dataset, its superiority was ex-
pected. However, our unsupervised approach shows
a promising performance considering that the models
in this approach do not have any understanding of the
summarization task. Such a method can be a practical
solution in a data-limited scenario. Additionally, as ex-
pected, using the translation of Greek and Spanish re-
ports as the inputs is inferior to using the original form.
This observation could be explained by the fact that
translation from these languages to English and then
from English back to them introduce a new error to the
problem, especially since the extracted text from the
pdf documents can be quite noisy. Also, as Greek and
Spanish contributed to the pre-training phase of both
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mBERT and mT5, it was expected for these models to
perform better compared to the translated ones on the
original data.

6. Conclusion & Future work
In this paper, we submitted an automated document
summarization solution for multilingual financial re-
ports. We proposed two approaches: one based on
the multilingual sequence-to-sequence model mT5 and
one using unsupervised summary generation by identi-
fying the templates of the beginning of the summaries.
Experiments have shown that overall, this task heavily
relies on the way summarization is happened by the
dataset curators and aims for dataset-dependent pre-
processing mechanisms. The presented results also
made apparent the trade-off between the monolingual
and the multilingual approaches showing that in low
resource datasets, it might be better to employ trans-
fer learning from a pre-trained multilingual model that
relies on fine-tuning.
A potential extension to our work is to formulate this
setting as a multi-task problem and deploy a method
that can be extended beyond the modeling of the begin-
ning of the narrative section. Additionally, a challenge
that remains to be tackled is to find a more efficient way
to remove the OCR noise from the datasets at the pre-
processing step. Moreover, an interesting application
would be to use a hybrid model that can handle the ex-
tractive and abstractive fashion of the datasets. Lastly,
it would be insightful to see experimental results on the
Financial Narrative Summarization task with language
model augmentation approaches that leverage both the
entities and factuality of the input text.
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