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Abstract

This work builds upon the Euphemism De-
tection Shared Task proposed in the EMNLP
2022 FigLang Workshop, and extends it to few-
shot and zero-shot settings. We demonstrate a
few-shot and zero-shot formulation using the
dataset from the shared task, and we conduct
experiments in these settings using RoBERTa
and GPT-3. Our results show that language
models are able to classify euphemistic terms
relatively well even on new terms unseen dur-
ing training, indicating that it is able to capture
higher-level concepts related to euphemisms.

1 Introduction

Euphemisms are figures of speech which aim to
soften the blow of certain words which may be
too direct or too harsh (Magu and Luo, 2018; Felt
and Riloff, 2020). In the EMNLP 2022 FigLang
Workshop Euphemism Shared Task, participating
teams are given a set of sentences with potentially
euphemistic terms (PETs) enclosed in brackets, and
the task is to classify whether or not the PET in a
given sentence is used euphemistically.

In this task/dataset, however, there are many
PETs which are repeated throughout both the train-
ing and testing sets (more details in Section 3). In
addition, several PETs are classified as euphemistic
almost 100% of the time during training. This
raises an important question: is the model actually
learning to classify what a euphemism is, or is it
simply reflecting back things it has seen repeatedly
during training? How do we know if the model
we train can truly capture the essence of what a
euphemism is? Even among humans, this is a very
nontrivial task. If one hears the phrase “lose one’s
lunch” for the first time, for example, it may not
be immediately obvious that it is a euphemism for
throwing up. However, when used in a sentence,
the context clues together with an understanding
of the meanings of the words “lose” and “lunch”
will allow a human to piece together the meaning.

For a machine to be able to do this, however, is not
trivial at all.

To this end, we test this by checking whether
a model can correctly classify PETs it has never
seen during training. This leads us to our few-
shot/zero-shot setting. The two key contributions
of our paper are as follows: 1) We propose and
formulate the few-shot and zero-shot euphemism
detection settings; and 2) We run initial baselines
on these euphemisms using RoBERTa and GPT-3,
and we present a thorough analysis of our results.

2 Related Work

Compared to other figures of speech like sim-
iles (Chakrabarty et al., 2020) and metaphors
(Chakrabarty et al., 2021), work on euphemisms
has been limited. Recently, Gavidia et al. (2022);
Lee et al. (2022) released a new dataset of diverse
euphemisms and conducted analysis on automati-
cally identifying potentially euphemistic terms. In
the past, Felt and Riloff (2020) used sentiment anal-
ysis techniques to recognize euphemistic and dys-
phemistic phrases. Other studies also focused on
specific euphemistic categories such as hate speech
(Magu and Luo, 2018) and drugs (Zhu et al., 2021).

In terms of zero-shot figurative language detec-
tion, the existing literature has also been quite lim-
ited. The few existing studies (Schneider et al.,
2022) mostly focus on metaphors and on low-
resource settings. This leaves out less common
figures of speech such as euphemisms, and the low-
resource formulation is also not exactly identical
to the zero-shot setting we explore in this paper.

3 Task and Dataset

Our task is similar to the FigLang 2022 Workshop
Shared Task on Euphemism Detection. Given a
sentence containing a potentially euphemistic term
(PET), we want to determine whether the PET is
used euphemistically. The key difference with our
task is that we perform the binary classification on
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Ave. Test Size Ave. # of unique
PETs in test

Standard 295.0 93.3
Few-Shot (k=1) 279.6 35.0
Few-Shot (k=3) 281.2 35.4
0-shot (random) 280.6 34.3

Death 174.0 14.9
Sexual Activity 45.0 10.4

Employment 176.0 23.5
Politics 161.0 20.9

Bodily Functions 26.0 7.0
Physical/Mental 299.0 36.0

Substances 88.0 9.1

Table 1: Dataset statistics for the few-shot and zero-shot
settings. Because there is some stochasticity involved
in dataset creation, we take averages over 10 samples.

a few-shot/zero-shot setting. Similarly, we use the
dataset proposed by Gavidia et al. (2022), which
contains 1965 sentences with PETs, split across
129 unique PETs and 7 different euphemistic cate-
gories (e.g. death, employment, etc.) Furthermore,
the dataset also contains additional information
such as the category and the status of the PET (“al-
ways euph” vs “sometimes euph”).

4 Methodology

4.1 Constructing the Few-Shot Setting
For the k-shot setting, we want the PETs in the
validation/test set to have appeared in the train-
ing set only k times. Let our set of PETs be
P = {p1, p2, . . . pN}. We construct the test set as
follows. First, we randomly sample a PET pi from
P , then find all sentences s1, s2, . . . sM containing
PET pi. Out of these M sentences, we sample k
sentences sj1 , sj2 , . . . sjk to keep in our training
set, moving all the (M − k) remaining sentences
sj to our test set. We repeat this process until we
reach the desired size for our validation/test set.
In our case, we stop when the validation and test
each reach around 15% of our entire dataset (±2%
to account for the fact that it’s unlikely to reach
15% exactly). In practice, we sample 30% for the
validation+test set combined, then randomly split
this 30% into two sets of 15% in order to increase
the PET diversity in both the validation and the test
splits. For the k-shot setting, we use k = 1 and
k = 3. The dataset statistics for the k-shot datasets
can be found in Table 1.

4.2 Constructing the Zero-Shot Setting
For the zero-shot setting, we want the PETs in the
validation/test set to never have appeared in the
training set. There are two ways to achieve this:

1. Random Sampling – The construction for this
is similar to that of the few-shot setting, except
here, we don’t sample sj1 , sj2 , . . . sjk to keep in
the training set but rather move all M sentences
s1, s2, . . . sM to our validation/test set.

2. Type-based – Rather than randomly choosing
assorted PETs to holdout into our test set, we in-
stead choose the test set PETs to all come from a
single category, while the training set will come
from the remaining categories. These categories
are provided alongside the sentences in the dataset
by Gavidia et al. (2022), and there are 7 categories
in total. Because some categories may contain
more sentences (and more PETs) than others, then
the sizes of the training splits of these categories
will be different. To address this, we subsample
from the training splits of the categories with ex-
cess rows to match the training category with the
least number of rows. This way, we ensure that
all categories have an equal number of rows of
training data, and so any changes in performance
will be likely due to the data quality (rather than
due to simply having more/less data). At the end,
this gives us a training size of 1367 rows for each
category. For the test splits, different categories
also have different sizes, but we choose to leave the
test split sizes unchanged and opted not to do the
sampling like we did for the training step because
the smallest testing category has size 26 (“bodily
functions”), while some other categories had test
sizes of 200+ (“physical/mental”), so we found it
impractical to force the test sizes to be identical.
Statistics for these datasets can be found in Table 1.
In theory, having larger test sets will mostly affect
the variance, but the mean should not be affected
that much. We comment more on this in Section 6.

4.3 Models

We consider two different types of baseline models.
First, we consider networks which we can reason-
ably fine-tune. For this group, we select RoBERTa
(Liu et al., 2019), covering both the RoBERTa-base
model and the RoBERTa-large model, which have
been extensively used for classification. The ratio-
nale behind choosing RoBERTa was twofold. First,
RoBERTa is a commonly used standard for various
classification tasks and has generally been shown to
perform better than other simple transformer-based
models such as BERT (Devlin et al., 2019). Second,
it has empirically been shown to work sufficiently
well when dealing with euphemisms, as Lee et al.
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(2022) used RoBERTa-based sentiment and offen-
siveness models to search for euphemisms.

In addition, we also try out large language mod-
els such as GPT-3 (davinci) (Brown et al., 2020),
which has been known to work well on zero-shot
and few-shot settings. We are interested to find
out whether the large-scale pretraining provides
GPT-3 with the capability to implicitly model the
concept of “euphemism-hood”, which is built from
several other adjacent concepts such as politeness
and tone. We hence explore using both zero-shot
and few-shot prompts for GPT-3.

5 Experiment Setup

5.1 RoBERTa Implementation Settings

For both RoBERTa-base and RoBERTa-large, we
fine-tune for 10 epochs, taking the model with the
best validation performance (F1) as our final model.
For RoBERTa-base, we use a learning rate of 1e-5
and a batch size of 16, while for RoBERTa-large,
we use a learning rate of 5e-6 and a batch size
of 4. All other hyperparameters such as learning
rate decay and warmup steps are according to the
default settings of HuggingFace’s trainer function.

5.2 GPT-3 Implementation Settings

We use the largest version of GPT-3 (davinci). For
the zero-shot settings, we prompt it with the phrase
“Is the word [PET] used euphemistically in the
following sentence: [SENT]”, where [PET] and
[SENT] represent the euphemistic term and current
sentence in question. Here, we conduct a small
amount of prompt engineering. For instance, we
also tried out “Does this sentence contain a eu-
phemism: [SENT]” or adding “(Yes/No)” before
or after our current formulation. We found that our
current formulation performs the best among these
variations, which is why we choose to report that
in Table 2. Meanwhile, for few-shot settings, we
simply repeated our zero-shot prompt, followed by
either “Yes” or “No” corresponding to the label,
and a line break to separate different examples.

Another key challenge with GPT-3 is mapping
the responses to 0/1 binary classes. Because GPT-3
is a generative model, it may not necessarily just
answer yes/no; instead, it may generate long para-
graphs or unrelated characters. To do this mapping,
we use a rule-based method. First, if the first 3 char-
acters of the response is “yes” or if the first 2 char-
acters are “no”, then we can immediately map them.
Next, we gather a list of “1-class” phrases and a list

of “0-class” phrases. Here, “1-class” phrases in-
clude “is a euphemism”, “is used euphemistically”,
“can be considered a euphemism”, “it seems like
it”, etc. In other words, when these phrases appear
in a sentence, then the label is most likely a 1. This
likewise holds for “0-class” phrases which are in-
dicative of the label being 0. This includes phrases
such as “not a euphemism” or “does not appear to
be euphemistic”. Lastly, GPT-3 sometimes gen-
erates random noise, irrelevant sentences, or says
something like “I’m not sure” or “I can’t answer
that”. For these remaining cases, we choose to just
ignore them from our scoring. Based on our exper-
iments, this happened only around 4% of the time,
so we believe the change to be not that significant.
The full list of “1-class” and “0-class” phrases can
be found in the Appendix.

6 Results and Analysis

Table 2 shows the results of running all 3 models
on both the zero-shot and the few-shot settings. We
make the following observations below:

1. The overall results are generally quite good.
The standard RoBERTa-large setting (i.e. no k-
shot/zero-shot) attains an F1 score of 0.836, while
a zero-shot model attains an F1 score of 0.740,
which is a relatively high F1 score, considering
that all the examples during test time were unseen
during training. This shows that the model is able
to learn something beyond simply just memorizing
the PETs during training, and that it is able to some-
what capture the essence of what makes a phrase
euphemistic. Perhaps it is able to track discrepan-
cies in sentiment (Lee et al., 2022) or discrepancies
in other features such as politeness. At this point,
it is difficult to discern exactly why the zero-shot
performance is good, and it is an interesting point
to explore further in the future.

2. The “bodily functions” category performs
quite poorly, while the “substances” category
performs quite well. For the “bodily functions”,
this can easily be explained by the dataset size and
test set quality. Among the categories, “bodily
functions” by far had the least number of test ex-
amples at 26 (see Table 1). In fact, there appears
to be some correlation between the performance
and the size of the test set, as the “sexual activity”
category (second-smallest test set) also exhibits rel-
atively poor performance. In addition, the “bodily
functions” category has a disproportionately high
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RoBERTa-base RoBERTa-large GPT-3 (davinci)
P R F1 P R F1 P R F1

Standard Model - 0.850 0.799 0.824 0.877 0.812 0.836 - - -

Few-Shot k=1 0.802 0.744 0.759 0.818 0.748 0.769 0.565 0.551 0.546
k=3 0.834 0.795 0.808 0.879 0.798 0.825 0.624 0.599 0.617

Zero-Shot (Random) - 0.770 0.699 0.715 0.798 0.726 0.740 0.537 0.543 0.507

Zero-Shot (Type-based)

Death 0.782 0.735 0.742 0.803 0.748 0.761 0.453 0.457 0.448
Sexual Activity 0.647 0.606 0.622 0.633 0.603 0.615 0.533 0.550 0.477

Employment 0.778 0.790 0.781 0.782 0.817 0.792 0.537 0.532 0.479
Politics 0.754 0.622 0.645 0.826 0.645 0.688 0.537 0.558 0.484

Bodily Functions 0.500 0.240 0.324 0.500 0.416 0.480 0.500 0.192 0.278
Physical/Mental 0.757 0.663 0.689 0.750 0.680 0.693 0.517 0.510 0.489

Substances 0.897 0.858 0.878 0.913 0.883 0.895 0.553 0.551 0.486

Table 2: Experiment results for RoBERTa-base, RoBERTa-large, and GPT-3 (davinci). Results are averaged over 5
experiments with different dataset splits.

number of items with label 1 (i.e. euphemistic
usage), which can skew the F1-score quite a bit.
Observe that the macro precision is 0.5 for all 3
models, which tends to happen when the distribu-
tion is very skewed and gets a precision of exactly
1.0 for one class and exactly 0.0 for the other class.
Meanwhile, for the “substances” category perform-
ing well, we speculate that this could be because a
lot of these words are quite common. Words like
“weed” and “sober” are used quite commonly, as
opposed to other euphemisms, which are less com-
monly used in everyday conversations (e.g. “ethnic
cleansing” is a rare phrase).

3. GPT-3 generally performed quite poorly.
Furthermore, GPT-3 performance seems to be
independent of category. For all 7 categories, as
well as the randomly sampled zero-shot set, the
GPT-3 model has F1 scores between 0.47 and 0.50
for almost all of them. This is a sharp contrast
with the RoBERTa model, which varies quite sig-
nificantly depending on the category. In addition,
the GPT-3 performance is much lower than the
RoBERTa performance. We hypothesize that this
can be solved with additional prompt engineering
or prompt tuning (Li and Liang, 2021; Lester et al.,
2021). This poor performance can also be a pos-
sible cause for the lack of category dependence –
perhaps the model is not good enough to discern
the subtle differences between these categories in
the same way that the RoBERTa models do.

4. The few-shot performance is better than the
zero-shot performance. The 3-shot performance
for RoBERTa is almost at level of training the
standard model. This should not come as a sur-
prise, since having at least 1 appearance in the
training set is already quite a lot of information
provided to the model. Furthermore, the initial

dataset had 1965 sentences split across 129 unique
PETs, which averages out to around 15 sentences
per PET. It is thus notable that being shown 3 exam-
ples gives almost the same performance as being
shown 15 examples. This suggests that maybe a lot
of the learning happens in the early stages, or that
many sentences are actually redundant for training
purposes. Another interesting area for future explo-
ration would be in trying to find which sentences
are the most “instructive” and hence best included
within the training set for few-shot settings.

5. The GPT-3 model greatly benefited from the
few-shot setting. Comparing the k = 1 and k = 3
GPT-3 results with the zero-shot results, we see that
there is a marked increase in performance when a
few examples were given as prompts to GPT-3.
This is consistent with the findings of Brown et al.
(2020) regarding GPT-3’s capacity to perform in-
context learning. This also makes intuitive sense,
as simply providing GPT-3 with a single sentence
to classify with no additional context can be quite
difficult. In the first place, the GPT-3 model may
not even fully know the task from a zero-shot set-
ting. With just 3 examples, the F1 score increases
from 0.507 to 0.617, which is a significant increase.

7 Conclusion and Future Work

In this paper, we explored zero-shot and few-
shot settings for the Euphemism Detection task.
We formulated the problem settings and crafted
zero-shot and few-shot datasets from the EMNLP
2022 FigLang Workshop Euphemism Shared Task
dataset. We tried two type of models, namely
RoBERTa and GPT-3. We found promising results
that these language models (especially fine-tuned
RoBERTa) were able to perform quite well, even
on completely unseen euphemistic terms.
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While our results were overall good, the results
for GPT-3 were quite poor. In the future, we believe
that further prompt engineering or prompt tuning
will definitely be helpful in improving the perfor-
mance of GPT-3 (Li and Liang, 2021; Lester et al.,
2021). Furthermore, this idea of few-shot and zero-
shot detection is not exclusive to euphemisms. We
believe that checking the performance of language
models to classify unseen examples is something
that will be important to check for a lot of figures
of speech and will be important in our quest to
process and generate figurative text.

Limitations

As mentioned in the body, a key limitation to our
work is the lack of prompt engineering or prompt
tuning. We tried some manually crafted prompts,
but this does not seem to be enough to get GPT-3
to perform at the level it is expected to.
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A GPT3 Implementation: Positive and
negative phrases

Note that all sentences are converted to lowercase
first before doing a search with these phrase lists.
The “1-class” phrases and “0-class” phrases are
shown below:

“1-class”: ["is used euphemistically", "can be
used euphemistically", "is being used euphemisti-
cally", "may be used euphemistically", "might be
used euphemistically", "is a euphemism", "is used
as a euphemism", "is being used as a euphemism",
"can be used as a euphemism", "may be used as
a euphemism", "might be used as a euphemism",
"appears to be a euphemism", "appears to be used
euphemistically", "could be used euphemistically",
"could be used as a euphemism", "could be a eu-
phemism", "is considered a euphemism", "could be
considered a euphemism", "can be considered a eu-
phemism", "could be seen as a euphemism", "can
be seen as a euphemism", "could be considered
euphemistic", "can be considered euphemistic", "i
think so", "i believe so"]

“0-class”: ["not used euphemistically", "not be-
ing used euphemistically", "not a euphemism", "not
used as a euphemism", "not being used as a eu-
phemism", "does not appear to be a euphemism",
"does not appear to be used euphemistically", "i
don’t think so", "i don’t believe so", "i do not think
so"]
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