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Abstract

Accurate prediction of stock price volatility, the
rate at which the price of a stock increases or
decreases over a particular period, is an im-
portant problem in finance. Inaccurate pre-
diction of stock price volatility might lead to
investment risk and financial loss, while ac-
curate prediction might generate significant
returns for investors. Several studies inves-
tigated stock price volatility prediction as a
regression task using the transcripts of earn-
ings calls (quarterly conference calls held by
public companies) with Natural Language Pro-
cessing (NLP) techniques. Existing studies use
the entire transcript, which can degrade per-
formance due to noise caused by irrelevant in-
formation that may not have a significant im-
pact on stock price volatility. In order to over-
come these limitations, by considering stock
price volatility prediction as a classification
task, we explore several denoising approaches,
ranging from general-purpose approaches to
techniques specific to finance to remove the
noise, and leverage AutoML systems that en-
able auto-exploration of a wide variety of mod-
els. Our preliminary findings indicate that
domain-specific denoising approaches provide
better results than general-purpose approaches,
while AutoML systems show promising results.

1 Introduction

Predicting stock price volatility is of great interest
to researchers and seems to remain one of the inter-
esting open problems. Volatility is about informa-
tion disclosure, and how unexpected the informa-
tion is to the market; therefore, volatility persists in
the market until the future values of stock reflect the
information provided. According to (Fama, 1998),
markets are informationally efficient if prices at
each moment incorporate all available information
about future values. Such that if there is an infor-
mation disclosure, not yet incorporated in market

∗The work was done when the author was at IBM Re-
search.

prices, the future values will be volatile until the
price fully reflects the disclosed information. (Lang
and Lundholm, 1993; Baumann et al., 2004) Any
information disclosed to the market by competi-
tors, suppliers, customers, and regulators creates
volatility, in addition to the internal information the
company voluntarily discloses. Every quarter the
executive leadership of a public company holds an
earnings call meeting with investors and analysts to
inform them about the company’s status. As execu-
tives inform the investors about the company’s cur-
rent status and future outlook, earnings conference
calls may result in stock price volatility. In finance
and accounting research, the high volatility follow-
ing an earnings conference call is conceptualized as
Post-earnings Announcement Drift (PEAD) (Ball
and Brown, 1968; Bernard and Thomas, 1989),
which refers to the drift of a company’s stock price
for an extended period. Stock prices tend to drift
upward (or downward) when the announcements
are above (or below) expectations following an
earnings conference call. Depending on how un-
expected the information shared during earnings
conference calls is, stock prices and firm valuations
change, and markets become more ’information-
ally efficient’ by absorbing this information over
the long run (Fama, 1998; Fink, 2021).

In this work, we study the problem of leverag-
ing the textual transcripts of companies’ earnings
calls and building Natural Language Processing
(NLP) models to predict the volatility of their stock
prices for a period of time following the earnings
calls. While this problem has been studied in the
literature, prior works exhibit these limitations:

• First, they model the problem as a regression
task trying to predict the exact value of the
stock price volatility. While this can be valu-
able in some settings, financial analysts are
often interested in identifying the stocks with
abnormally low or high volatility rather than
identifying their exact value. This implies
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the need to consider the problem as a classi-
fication task rather than a regression task as
evaluated in prior work.

• Second, existing works typically leverage the
earnings call transcripts as-is. However, tran-
scripts contain a lot of irrelevant information
for the purpose of stock price volatility predic-
tion. This raises the question of whether this
affects the performance of NLP models and
whether there is an opportunity for improv-
ing such approaches by appropriately distill-
ing these documents before feeding them into
NLP models.

In this work, we address the aforementioned
challenges as follows:

• We model the problem as a text classification
task, where given the transcript of an earnings
call one is asked to predict the stock price
volatility as being low, medium, or high (Li
and Lin, 2003). Considering this as a clas-
sification task also enables us to experiment
with AutoML systems and democratization of
this task by giving access to a wider user base
that includes those without specialized knowl-
edge of AI. To the best of our knowledge, this
is the first work that models the stock price
volatility prediction problem from earnings
call transcripts as a classification problem and
leverages associated NLP techniques.

• Earnings call transcripts include information
that has almost no impact on the stock price
volatility, and we conceptualize such irrel-
evant information as noise in our analysis.
To improve the signal coming from the tran-
scripts, we propose and experiment with an
entire spectrum of denoising approaches, rang-
ing from domain-agnostic denoising tech-
niques to domain-specific approaches that uti-
lize domain knowledge to improve the denois-
ing process further. Our experimental eval-
uation shows that domain-specific denoising
approaches outperform domain-agnostic tech-
niques, which points to the importance of in-
corporating domain knowledge into the de-
noising process.

The rest of this paper is structured as follows:
We start by reviewing related work in Section 2. In
Section 3, we describe the problem definition and

data preparation. We propose a range of denois-
ing approaches in Section 4 and explain how we
discover appropriate NLP models by leveraging an
AutoML system in Section 5. Finally, we present
the experimental evaluation results and associated
insights in Section 6 and conclude the paper in
Section 7.

2 Related Work

Information is one of the most valuable and highly
sought assets in financial markets (Vlastakis and
Markellos, 2012; Grossman and Stiglitz, 1980;
French and Roll, 1986; Antweiler and Frank, 2004)
and is found to be impacting stock price volatil-
ity in several studies. Moreover, as posited by the
mixture of distributions hypothesis, the sequential
arrival of new information generates trading vol-
ume and price movements (Clark, 1973; Tauchen
and Pitts, 1983; Bessembinder and Seguin, 1992)
(i.e. information shocks). Briefly stated, the impact
of information disclosure on the volatility of stock
prices has been investigated from several angles in
the literature.

Four types of textual data have been mainly used
for stock volatility prediction: Annual Statements,
News, Social Media data, and Earnings calls tran-
scripts.

Annual statements (10-K reports): Annual state-
ments include historical data about a company’s
financial performance and a future outlook that
can be valuable in predicting the volatility of its
stock. For instance, Kogan et al. (2009) formulate a
“text regression problem", where information from
the 10-K reports is used to predict the volatility of
stock returns in the periods following the reports.
Loughran and McDonald’s (Loughran and McDon-
ald, 2011) financial lexicon generated from four-
teen years of historical annual statements (10-K
reports) is one of the major and initial attempts that
utilize language resources to predict stock price
volatility.

News data: News data often provide important
information about events related to a company. For
instance, Tetlock (2007) uses daily content from the
Wall Street Journal to predict volatility. In a similar
vein, Ding et al. (2014) adapt Open IE technology
for event-based stock price movement prediction
by extracting structured events from large-scale
public news.

Social media data: Social media data often cap-
ture public sentiment about a company that can
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be an important indicator for the future price of
its stock. Bollen et al. (2011) use behavioral eco-
nomics to investigate how societal moods affect
collective decision-making for Dow Jones Indus-
trial Average (DJIA)’s values.

Earnings calls transcripts: Several works have
found that earnings calls (as captured through their
transcripts) can be predictive of investor sentiment
for stock price volatility prediction tasks (Frankel
et al., 1999; Bowen et al., 2002; Cohen and Lou,
2012; Matsumoto et al., 2011). Recent studies
also combined the textual transcripts with addi-
tional verbal and vocal cues from audio recordings
of earnings call events and leveraged multi-modal
learning to predict stock price volatility (Qin and
Yang, 2019; Li et al., 2020). Most of the existing re-
search models the stock price volatility prediction
as a regression task, with the exception of Keith
and Stent’s work (Keith and Stent, 2019), which -
similar to our work - models it as a classification
task. However, they use classification to predict
the analysts’ recommendations to buy/sell/hold a
stock. In contrast, we predict the market reaction
itself by predicting the actual stock price volatility
(classified as low, medium, and high volatility).

Our work makes multiple novel contributions:
First, we consider stock price volatility prediction
as a text classification task different from existing
work (Qin and Yang, 2019; Li et al., 2020). Second,
instead of using the earnings call transcripts as-is,
we employ denoising techniques designed to sepa-
rate the signal from the noise caused by irrelevant
information in the transcripts and improve the per-
formance of the resulting NLP models. We design
and test several denoising approaches and report
the results of their effectiveness. Third, AutoML
systems have been used in several text classifica-
tion tasks (Estevez-Velarde et al., 2019; Bisong,
2019; Blohm et al., 2020), however, there is little
effort in the literature to use AutoML systems for
the stock price volatility prediction task. Using
AutoML systems to predict stock price volatility
enables non-AI expert users (who may not be profi-
cient in AI/NLP techniques) to create NLP models
for the stock volatility prediction task quickly.

3 Problem Definition &
Data Preparation

In this paper, we aim to predict the magnitude of
volatility from earnings call transcripts and formu-
late this as a classification problem. In line with

that purpose, we combine earnings call transcripts
(text data) with their corresponding volatility labels
(financial data).

3.1 Text Data

After each conference event, recordings of earnings
conference calls are shared as audio and text files.
In this work we focus on the transcripts of calls
and leverage the earnings call transcripts dataset of
Qin and Yang (Qin and Yang, 2019). Their dataset
was built by collecting all S&P 500 companies’
quarterly earnings conference call transcripts in
2017 from Seeking Alpha with written consent. It
contains 576 conference calls, totaling 88,829 sen-
tences. In order to avoid interference among differ-
ent speakers, previous work (Qin and Yang, 2019)
only processes the sentences of the most spoken
executive (usually the CEO or CFO of the com-
pany). In the next stage, we use company names
and earnings call dates collected from the dataset
to retrieve the associated stock price information
and compute the stock price volatility labels.

3.2 Financial Data

We manually collect the ticker symbols (an abbre-
viation used to uniquely identify publicly traded
shares of a particular stock in a specific stock mar-
ket) of these companies from Yahoo Finance with
their corresponding company names obtained from
the earnings call dataset (Qin and Yang, 2019). We
use the ticker symbols of companies to extract their
financial data and calculate stock price volatility
labels by leveraging the Yahoo Finance API (Rek-
absaz et al., 2017). Although Qin & Yang (Qin
and Yang, 2019)’s dataset contains 576 conference
call transcripts, due to missing financial informa-
tion data on Yahoo Finance, we drop 27 transcripts,
resulting in 549 transcripts that we use for our sub-
sequent analysis.

We define stock price volatility prediction as a
3-class classification task; high-volatility, medium-
volatility, or low-volatility for the respective com-
pany stock; similar to (Li and Lin, 2003). If the
market reaction is almost neutral, we expect the
stock price volatility to be low, so we label it as
’low volatility’. If the market reaction is high be-
cause there was too much unexpected news in the
call, we expect the stock volatility to be high, so
we label it as ’high volatility’. If the market reac-
tion is mixed and in between neutral to high, we
expect the stock volatility also to be in between,
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and therefore we label it as ’medium volatility’.

υ[0,n] = ln



√

(

∑n
i=1(ri − r̄)2

n


 (1)

Consistent with prior work, we compute stock
volatility for a period of n days following the earn-
ings call event. We first calculate the absolute value
of volatility as shown in Equation 1. In this equa-
tion, ri is the stock return on day i and r̄ is the
average stock return in a window of n days. The
return is defined as ri = (Pi − Pi−1)/Pi−1, where
Pi is the adjusted closing price of a stock on day i.

Using this equation, we first calculate stock price
volatility for four time periods of n = 3, 7, 15, and
30 days. Once the stock price volatility is calcu-
lated for 3 days using Equation 1, we calculate the
thresholds for the high volatility, medium volatility,
and low volatility labels by considering the distri-
bution of volatility within our corpus for 3-days.
Once we identify the range of stock price volatility
for each category for 3-days, we apply the same
range for 7-days, 15-days, and 30-days and label
accordingly. Given that each stock volatility will
fade over time, we use 3-days volatility ranges to
identify the ranges for each class.

In particular, following an earnings call confer-
ence of Company A, if the stock price volatility of
Company A is at the lowest 33% of the stock price
volatility distribution, the transcript of that call is
labeled as low-volatility. If the stock price volatil-
ity of Company B is between the 33% to 66% of
the stock price volatility distribution, the transcript
of that call is labeled as medium-volatility. Finally,
if the stock price volatility of Company C is at
the highest 33% of the volatility distribution, the
transcript of that call is labeled as high-volatility
for 3-days. Through this process, we identify the
stock price volatility ranges that correspond to high,
medium, and low volatility for 3-days and we use
the same ranges to generate the volatility labels for
the 7-day, 15-day, and 30-day stock price volatility.
Figure 1 shows the resulting distribution of volatil-
ity labels for 3-days, 7-days, 15-days, and 30-days.

Figure 1: Distribution of volatility labels

4 Denoising Approaches

Earnings call transcripts are typically long docu-
ments containing a lot of information. While some
of this information is valuable for predicting stock
price volatility, another part of it can be irrelevant
for the stock price volatility prediction task and
can thus introduce unwanted noise. To address this
problem, we experiment with several approaches
of denoising the transcripts as a pre-processing
step. We propose a spectrum of approaches, rang-
ing from generic domain-agnostic approaches that
are used in different tasks to more domain and task-
specific approaches related to finance.

We start by using raw earnings call transcripts
without further processing (which we use as our
baseline). In the second approach, we use a general
domain-agnostic denoising approach by leveraging
the T5 summarization model (Raffel et al., 2019)
to create a summary of the earnings call transcript.
In the third approach, we experiment with a more
domain and task-specific approach by borrowing a
finance domain-specific dictionary (Loughran and
McDonald, 2011), which we use to identify the sen-
tences with important information. In the fourth ap-
proach, we create an intermediate domain-specific
NLP model to identify the sentences containing
important information that has the potential of af-
fecting the stock price volatility.

4.1 Full document processing

In our first approach, we experiment with the full
documents provided in (Qin and Yang, 2019) with-
out any further processing. In this setting, we use
the volatility labels calculated above and process
the raw documents. The full document process-
ing approach helps us identify how accurate stock
price volatility prediction is when we process the
earnings call transcripts without denoising or pre-
processing. By considering full document process-
ing as our baseline, we can also observe how other
denoising approaches improve the model predic-
tions.

4.2 General-purpose summarization of
documents through T5

Sentences in a conference call have an order and
relationships, leading to high dependency. Such
that, a company executive answers a question and
then motivates his/her answer with additional in-
formation in the following sentences. Drawing on
this dependency, distilling the overall information
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from the earnings call transcripts by summarizing
the transcripts could potentially be an appropriate
approach for removing the noise from an input doc-
ument. Text-to-Text Transfer Transformer (T5) is
an encoder-decoder model pre-trained on a multi-
task mixture of unsupervised and supervised tasks
(Raffel et al., 2019). T5 provides state-of-the-art
results for various tasks such as translation and
summarization. In this work, we implement sum-
marization with Text-to-Text Transfer Transformer
(T5) and consider this a domain-agnostic approach
since it does not require domain-specific finance
knowledge. We process each input paragraph sepa-
rately while limiting the number of tokens in each
iteration to less than 512. We then concatenate the
summarized versions of subsequent paragraphs to
create a summary of the entire earnings call tran-
script.

4.3 Application of the domain-specific
dictionary of Loughran - McDonald

Even though there may be relations and depen-
dency among sentences, some may not provide any
information relevant to the stock price volatility,
such as "good morning" or "thank you for your
question." Moreover, some sentences might pro-
vide relatively more important information, while
previous or following sentences may just be minor
clarifications of the previous message. In this de-
noising technique, we leverage a domain-specific
dictionary developed particularly for financial doc-
uments to identify sentences with relatively more
important information. The dictionary of Loughran
and McDonald (Loughran and McDonald, 2011)
is one of the most recognized dictionaries in the
financial literature and has been used for several
different tasks (Keith and Stent, 2019; Rekabsaz
et al., 2017). The LM dictionary provides the list of
words with positive, negative, uncertainty, litigious,
strong modal, weak modal, constraining, and com-
plexity that exist in annual company statements
(10-K documents). In this work, we use this dictio-
nary as a benchmark to identify the sentences that
contain relatively more important information that
may impact stock price volatility. We search for
words from the LM dictionary at the sentence level
in each earnings call transcript and drop the sen-
tences that do not contain any matching words with
the LM dictionary. Finally, we append the filtered
sentences and create a new distilled document for
each earnings call transcript.

Label Sentence

0: irrelevant Thank you and good morning

1: buy In Q4 we generated worldwide
revenue growth of 7%.

2: sell {our} prices declined 1% in Q4.

Table 1: Examples of labels for intermediate model

4.4 Creating an intermediate model to filter
irrelevant data

Given that domain-specific knowledge can often
help improve model performance, we also experi-
ment by filtering sentences containing irrelevant in-
formation by building an intermediate task-specific
filtering model. In this approach, we trained a
separate model specifically for filtering out infor-
mation that we believe may be irrelevant for the
stock price volatility prediction task. To this end,
we randomly selected 1,000 sentences from our
corpus and labeled them to be used for training,
validating, and testing purposes 1. During labeling,
sentences were labeled as ‘buy’, ‘sell’, or ‘irrele-
vant’. As illustrated in Table 1, similar to previous
research (Keith and Stent, 2019), sentences that
provide positive information about the company
were labeled as ‘buy’, sentences that provide nega-
tive information about the company were labeled
as ‘sell’, and finally sentences that are generic or
do not create an impact on the analysts’ decision
making were labeled as ‘irrelevant’. We trained a
BERT(base-cased) model by fine-tuning it on 70%
of the labeled data (700 sentences) and used the re-
maining 15 % for test (150 sentences), and 15% for
validation (150 sentences). We used the fine-tuned
model to get ‘buy’/‘sell’/‘irrelevant’ predictions for
the remaining sentences in the corpus (87,829 sen-
tences in 549 earnings call transcripts). In a similar
vein to the training data, sentences with similar
positive information are expected to be labeled as
‘buy’ (1), sentences with negative information are
expected to be labeled as ‘sell’ (2), and sentences
with generic information are expected to be labeled
as ‘irrelevant’ (0). In the final stage, we dropped
sentences with generic information (’irrelevant’),
and kept only sentences with ‘buy’ or ‘sell’ labels
in each earnings call transcript with their corre-

1The labeling process was performed by one of the authors
of this paper with relevant background.
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sponding volatility label 2.

5 Building Classification Models through
AutoAI for Text

Building models for NLP tasks, such as the stock
price volatility classification task considered in this
work, requires significant technical expertise, ef-
fort, and resources. To lower the barrier of entry
and accelerate the model development process, the
research and industrial community have developed
AutoML/AutoAI techniques to automate parts of
this process (Hutter et al., 2019; He et al., 2021;
Wang et al., 2020). Multiple AutoML techniques
suggested in the literature target different parts of
the model development process. These include
neural architecture search (He et al., 2021), hyper-
parameter optimization (Weidele et al., 2020), and
others.

While previous works on stock volatility pre-
diction using textual data leverage a small set of
hand-picked NLP models, we explore AutoML
techniques to select the best NLP model for the
stock price volatility prediction task in this work.
The goal behind this choice is twofold: First, we
want to investigate how domain experts (in our
case, financial analysts) can create NLP models
for their tasks. Second, we want to explore multi-
ple NLP model architectures and gain insights into
which model architectures work best for the stock
volatility prediction task.

We feed the denoised earnings calls transcripts
and their corresponding labels into AutoAI for Text
(Chaudhary et al., 2021). AutoAI for Text is a
comprehensive end-to-end AutoML system for text
classification tasks, which given a labeled text clas-
sification dataset explores a large search space of
models for the provided dataset. During this search,
AutoAI for Text explores multiple featurizers (such
as GloVe, TFIDF, etc.), estimators/transformers
(such as SVC, CNN, LSTM, etc.), and hyperpa-
rameters. The result of this optimization process
is a set of NLP models for the given dataset (re-
ferred to as pipelines), ranked based on a chosen
optimization metric (such as accuracy, precision,
recall, F1, etc.). As we explain when describing the
experimental evaluation in Section 6, AutoAI for

2Note that we modeled filtering as a ternary classification
task, distinguishing between ‘buy’, ‘sell’, and ‘irrelevant’ sen-
tences, to ensure that each class is homogeneous. However, in
an alternative formulation, one could also model filtering as bi-
nary classification (with sentences labeled simply as ‘relevant’
or ‘irrelevant’).

Text also allows for various configuration options,
including a specification of the set of models to
explore, time budget that can be used for optimiza-
tion purposes, the maximum number of candidate
models to be trained, and others 3.

6 Experimental Evaluation

Experimental setting. For each earnings call tran-
script, we compute its volatility label for four dif-
ferent time periods, corresponding to 3, 7, 15, and
30 days following the earnings call. Through this
process we obtain four different sets of labels for
our earnings call transcripts (one per time period).
In parallel, we run each transcript through the four
denoising approaches outlined in Section 4. This
leads to four sets of documents (one per denoising
approach). For each (time period, denoising ap-
proach) pair, we combine the denoised transcript
with the corresponding volatility label to generate a
labeled dataset corresponding to the given time pe-
riod and denoising approach. This labeled dataset
is then fed into AutoAI for Text, which is tasked
with discovering the best NLP model for the given
pair.

Each labeled dataset is split into a 90% combined
train and validation split and 10% test split. This
split is done sequentially based on the timestamp of
the earnings calls to ensure that we do not include
in the train split any information about the time
periods included in the test split (i.e., we want to
avoid giving the model at training time information
about the future). The combined train and test split
is then further split by AutoAI for Text into train
and validation utilizing another 90/10 split. In ad-
dition to the train/validation split ratio, we use the
following configuration for AutoAI for Text: We
assign an optimization time budget of 2 hours (i.e.,
instructing it to use up to 2 hours for optimization
purposes) and ask it to explore and train at most 81
candidate models. We also select accuracy as the
metric used both internally for optimization pur-
poses and externally to report model performance.
Finally, we instruct AutoAI for Text to explore a
variety of estimators/transformers, which include
SVC, CNN, LSTM, and BERT, and a variety of fea-
turizers, which include GLoVe and TFIDF 4. For

3The focus of this work is not a comprehensive review of
AutoAI for Text, but an investigation of how it can be used to
solve the stock price volatility prediction task.

4It should be noted that all experiments were ran utilizing
CPU (i.e., without GPU support), which may have affected
the choice of BERT (which as we will see did not appear in

53



each (time period, denoising approach) pair, we
select the model that AutoAI for Text has identified
as having the highest accuracy on the validation
set (which we refer to as the best model). The best
model is then evaluated on the test set, computing
its accuracy, which is the metric that we present in
our evaluation results.

Baseline. Existing works on stock price volatil-
ity prediction from earnings call transcripts model
the problem as a regression problem, however, as
a baseline we use a simple approach that assigns
to all transcripts the same label. For each (time
period, denoising approach) pair, we report three
versions of this baseline, depending on which is
the common label assigned to all transcripts: L
(low), M (medium), or H (high). For instance, in
the L-baseline, all transcripts are predicted as being
low volatility. While this is an admittedly simple
baseline, it still allows us to understand whether
the discovered models have identified a signal in
the data or have simply learned to predict the most
common label.

Figure 2: Accuracy of best discovered model for differ-
ent denoising approaches and time periods

Results. The accuracy of the best model dis-
covered by AutoAI for Text for each (time period,
denoising approach) pair is shown in Figures 2 and
3. We next present and discuss the results by focus-
ing on a few main questions that we hope to answer
from this experimental evaluation.

Are the models able to identify a signal in the
data? The first question we hope to answer is
whether the discovered models have identified a
signal in the input transcripts that allows them to
predict the stock price volatility or whether they
have simply learned to predict the most common
label. This is a non-trivial question, as transcripts
are long documents that in addition to information
that may affect the stock price often contain a lot
of irrelevant information. To answer this question,

the results).

we compare in Figure 3 the accuracy of the best
model discovered for each time period (shown in
bold) with the accuracy of the best baseline (shown
in italics).

As we can see, for all time periods, the former
is always higher than the latter. Thus the best mod-
els seem to have successfully identified a signal
in the transcripts that allows them to perform bet-
ter than the baseline. For instance, the best model
for the 3-day time period has an accuracy of 0.52,
which is higher than the best baseline accuracy of
0.43 (which corresponds to predicting for every
input transcript the most common label, which in
this case is the high volatility). The gap between
the best model and the baseline closes as the time
period increases. While this is an interesting phe-
nomenon that needs to be investigated further, a po-
tential explanation is that transcripts may be more
useful in predicting volatility for time periods im-
mediately following the earnings calls, rather than
for longer time periods 5.

Which denoising approaches perform best? The
next question is identifying the best denoising ap-
proach for the studied problem. Which of the pro-
posed denoising approaches should one choose for
predicting stock price volatility and does the choice
of the approach make a difference? Comparing the
performance of the denoising approaches provides
some interesting insights:

First, utilizing the full document (without any
denoising) always yields the lowest performance.
This shows that denoising approaches are important
for distilling the long transcripts and making them
more amenable for being used as training data for
an NLP model.

Second, domain-agnostic denoising (such as the
one provided by the T5 summarization approach)
consistently underperforms domain-specific denois-
ing approaches (such as the use of the domain-
specific dictionary or the intermediate model). This
shows that further applying domain knowledge to
distill input documents can improve model perfor-
mance.

Finally, while the best denoising approaches
are the two domain-specific approaches, we ob-
serve that using the domain-specific dictionary of
Loughran - McDonald is better for shorter time
periods (i.e., time periods of 3 and 7 days), while
using the intermediate denoising model based on

5The stock price may fluctuate due to other causes beyond
what has been reported at the earnings call.
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Figure 3: Accuracy of best model discovered by AutoAI for Text (together with the architecture of the model) for
different denoising approaches and time periods. The baseline shows the accuracy that would be obtained if we
assigned to all transcripts the same label of L: low, M: medium, or H: high volatility.

manually provided labels performs better for longer
time periods (i.e., time periods of 15 and 30 days).
This is an interesting result that we plan to explore
and analyze further as part of our future work.

Which model architectures perform best? Fi-
nally, leveraging AutoAI for Text, we want to iden-
tify which model architectures perform best for the
stock volatility prediction task. To aid in answering
this question, Figure 3 includes the description
of the best model discovered by AutoAI for Text.
Each model is shown as F +E, where F is the fea-
turizer and E is the estimator/transformer. For in-
stance, GloVe+CNN is a model combining a GloVe
featurizer with a convolutional neural network. As
described above, in our experiments AutoAI for
Text explored the GloVe and TFIDF featurizers.
Similarly it searched among the following estima-
tors/transformers: SVC, CNN, LSTM, and BERT.

By comparing the models reported in Figure 3,
we can make the following observations: In all
cases the models that perform best are based either
on SVC and CNN combined with either GloVe or
TFIDF featurizers. We cannot observe any system-
atic difference between SVC and CNN, leading us
to believe that both work equally well for the stud-
ied problem. However, an important observation
is that LSTM and BERT never appear among the
best models.6 However, both this as well as the
performance of LSTM in this case our important
results that we think are worth investigating further.

6All the experiments were done on a CPU-only machine.
As such, we instructed AutoAI for Text to explore only CPU-
friendly types of models. These are types of models that can
be trained fast with CPU-only resources and include classical
ones like SVC as well as faster deep-learning based models
(CNN, LSTM). We left out BERT from the exploration space,
since BERT works better when given GPU resources.

7 Conclusion and Future Work

Compared to existing work in the area, our work
makes three main contributions: First, it models the
problem as a text classification task (in contrast to
the regression task considered before) and explores
how one can leverage text classification models.
Second, instead of just utilizing the long earnings
call transcripts as-is, it explores the use of denois-
ing approaches to distill the information found in
the input documents and improve the performance
of the learned models. We propose and explore an
entire spectrum of denoising approaches, ranging
from domain-agnostic techniques (such as general-
purpose summarization models) to domain-specific
techniques and compare their performance. Third,
we leverage AutoML approaches to explore a range
of NLP models and understand which model archi-
tectures perform best for the stock price volatility
prediction task.

Our preliminary findings lead to several impor-
tant insights. Denoising is shown to improve model
performance with domain-specific denoising lead-
ing to bigger gains than domain-agnostic denoising
approaches. Moreover, the use of AutoML leads to
interesting insights on which model architectures
perform best for the stock volatility task. We be-
lieve that these insights point to new interesting re-
search directions both in developing better domain-
specific denoising approaches, as well as further
investigating which model architectures work best
for long financial documents, which are some of
the directions we plan to further explore in our
future work.
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