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Abstract

Business Relation Extraction between market
entities is a challenging information extraction
task that suffers from data imbalance due to the
over-representation of negative relations (also
known as No-relation or Others) compared to
positive relations that corresponds to the tax-
onomy of relations of interest. This paper pro-
poses a novel solution to tackle this problem,
relying on binary soft-labels supervision gener-
ated by an approach based on knowledge distil-
lation. When evaluated on a business relation
extraction dataset, the results suggest that the
proposed approach improves the overall per-
formances, beating state-of-the art solutions
for data imbalance. In particular, it improves
the extraction of under-represented relations as
well as the detection of false negatives.

1 Introduction

Nowadays, the web is considered as an important
source of business and financial information that
can be used to analyze business interactions be-
tween market entities. These interactions enable
financial institutions to take well-informed deci-
sions (Oberlechner and Hocking, 2004), as well
as business professionals to sustain and innovate
in a rapidly changing business world. However,
structuring this information remains a challenging
task, given the volume and velocity of the textual
data generated online. Hence, the availability of
systems that automatically extract business inter-
actions between organizations (e.g., startups, com-
panies, non-profit organizations, etc.) from textual
content becomes crucial.

Business Relation Extraction (BRE) is an NLP
task that aims at discovering relations involv-
ing different companies (e.g. company-customer,
company-partner) at the sentence level (Zhao et al.,
2010). For example, from the sentence in (1), ex-
tracted from BIZREL dataset (Khaldi et al., 2021),
a relation extraction system can infer that the com-
pany Airbus is a supplier for the company Inmarsat.

Dataset #Sent. #Rel. % NR
TACRED 106,264 42 79.5
BioRel 533,560 125 50
BizRel 10,034 6 63

Table 1: NR in existing generic and domain specific
datasets.

Example 1 The [Airbus]g, group has signed a
contract with [Inmarsat] g, for the delivery of three
reconfigurable geostationary satellites in orbit.

Recent works for BRE rely on supervised ap-
proaches, where neural models are trained on an-
notated datasets for business relations (Collovini
et al., 2020; De Los Reyes et al., 2021; Reyes et al.,
2021; Khaldi et al., 2021). In general, supervised
approaches consider relation extraction (RE) as a
multi-class classification problem where each class
corresponds to a predefined relation type (Zhang
etal.,2017; Wu, 2019). In addition to the set of pos-
itive relations (henceforth PR) which corresponds
to the taxonomy of relations of interest (like hyper-
nymy, meronymy, and cause-effect relationships),
most popular datasets manually annotated either
for generic (e.g., SemEval-2010 Task 8 (Hendrickx
et al., 2010), TACRED (Zhang et al., 2017)) or do-
main specific relations (e.g., ChemProt (Krallinger
etal., 2017), BizRel (Khaldi et al., 2021)) include a
negative relation (henceforth NR) to account either
for the absence of a relation between two target
entities (see NO-RELATION in TACRED), or any
other types of relations not present in the annota-
tion scheme (see OTHERS in SemEval-2010 and
BizRel). NRs share two main characteristics: (C1)
they have irregular and unstable linguistic realiza-
tions and (C2) are often over-represented making
PR hard to predict due to the highly imbalanced
nature of the problem (see the ratio of NR in Table
1).

Several solutions have been proposed to address
NR: discard them during training (Doddington
et al., 2004), ignore them at the evaluation stage
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focusing only on the performances of PR as done
in most RE shared tasks (Zhang et al., 2017; Hen-
drickx et al., 2010), or include them during training
by treating all relations equally (Wu, 2019; Zhou
and Chen, 2021). These strategies however fail to
deal with the sparseness of PR and the characteris-
tics of NR in a real world scenario. To overcome
the data imbalance problem, four main solutions
have been proposed in the literature:

(1) Data augmentation where different strate-
gies based on lexical variations are used to
generate new instances for minority classes
(Su et al., 2021; Papanikolaou and Pierleoni,
2020).

(2) Cost-sensitive learning by assigning higher
wrong classification costs to classes with
small proportion (Lin et al., 2018; Zhang et al.,

2017) .
3

Multitask learning where auxiliary tasks help
the main task to improve performances of
under-represented classes (Khaldi et al., 2021;

Wang and Hu, 2020).

(4) Knowledge distillation (henceforth KD) that
aims to transfer knowledge from a complex
teacher model to a small student model, where
the outputs of the teacher network, called
soft labels, are used to train a student net-
work (Hinton et al., 2015; Zhang et al., 2020;
Song et al., 2021). The basic idea behind
KD is that the teacher’s soft probabilities have
more knowledge about classes than the one
hot-encoded labels used usually to train the

student.

The first three solutions rely on hard labels supervi-
sion, where the ground truth labels are represented
using one-hot encoded vectors that are not able to
represent the semantic information among relations.
Indeed, NR can have unstable patterns, and can
share similar linguistic realizations with PR. For
example, the SemEval 2010 Task 8 dataset (Hen-
drickx et al., 2010) includes the OTHERS relations
for near misses of PR as NR instances, while in
the BIZREL dataset (Khaldi et al., 2021) sentences
expressing PR and NR at the same time between
different pair of entities are one of the main sources
of false negatives. While hard label supervision suc-
cesses to counter the class imbalance problem (i.e.
(C2)), it does not however fully capture the dissim-
ilarities between PR and NR, making the optimiza-

171

tion of model’s output probabilities hard. Recent
studies show that soft labels generated via KD by a
teacher model are more adequate to efficiently han-
dle the inherent characteristics of NR (C1) (Song
etal., 2021). In this paper, we aim to continue these
efforts by proposing a new knowledge distillation
approach based on binary soft labels supervision
(BSLS). The soft outputs generated by the teacher
model trained for binary classification (PR vs. NR),
are used to supervise the student model to perform
multi-class RE. Our contributions are three folds:

* A new knowledge distillation approach to ac-
count for NR characteristics in imbalanced
RE problem based on binary soft labels super-
vision. As far as we know, KD has never been
used for business RE.

A comparison of our approach against several
state of the art hard labels (data augmentation,
cost-sensitive learning, multitask) and soft la-
bels approaches.

* An evaluation of the performances of our
model on a business relation extraction dataset.
Our results show that our approach improves
the extraction of under-represented relations
as well as the detection of false negatives, ad-
dressing therefore both (C1) and (C2).

This paper is organized as follows: We first
present the related work, then describe our KD
architecture. We finally detail the carried experi-
ments and give our results.

2 Related Work
2.1 Knowledge Distillation for RE

The main idea behind KD is to design a simple
student model that mimics the behavior of a com-
plex, more informed, or a large teacher model in
order to achieve comparable results in performing
a specific task. It has first been proposed for model
compression task (Hinton et al., 2015).

KD has been recently proposed for RE. Zhang
(2020) incorporates knowledge about type con-
straints between entities and relations into the
teacher model then use knowledge distillation to
generate well informed soft labels used to supervise
a student model that is able to inherit this knowl-
edge from its teacher. Song et al. (2021) integrate
ground truth sentence-level identification informa-
tion into the teacher network during training then



transfer it to the student by sharing the classifica-
tion layer to counter data imbalance problem. KD
has also been used to alleviate the interference of
noise from relation annotations in distant supervi-
sion via label softening (Li et al., 2022).

Our work is close to (Song et al., 2021) but in-
stead of adding more features to the teacher model,
we rather train the teacher and student models on
two different complementary tasks: binary relation
identification (PR vs. NR) and multi-class rela-
tion extraction. We assume that training a teacher
model on binary relation identification helps to
learn discriminative features that differentiate PR
from NR, on a less imbalanced dataset, since all PR
are merged into one class. The student model can
therefore inherit from the teacher’s produced binary
soft labels the salient learnt features about PR and
NR, to mitigate NR irregular patterns problem. We
also experiment with different data-imbalance sen-
sitive loss functions in the student model in order
to alleviate the (PR vs. NR) imbalance problem.

2.2 Business Relation Extraction

Most existing works for BRE have used semi-
supervised approaches relying either on lexico-
syntactic patterns generated from dependency trees
(Braun et al., 2018), or lexical patterns based on a
list of keywords which are specific to each prede-
fined relation type (Lau and Zhang, 2011). Recent
works rely on supervised approaches, where neu-
ral models are trained on annotated datasets for
business relations. For example, Collovini et al.
(2020) extract relations between Fintech companies
from news text using Bi-directional Gated Recur-
rent Units. Recently, De Los Reyes et al. (2021),
Reyes et al. (2021), and Khaldi et al. (2021) re-
lied on BERT pretrained language model (Devlin
et al., 2019) fine-tuned on annotated datasets to
classify relations between financial and economic
entities. Most works focus either on business re-
lations classification (Braun et al., 2018; Lau and
Zhang, 2011) where NR is not considered, or on
business relation identification where all relations
are merged into one PR type (Reyes et al., 2021;
Collovini et al., 2020). Only few works handles
both business relation identification (PR vs. NR)
and business relation classification by including a
NR in the set of relations to extract (Khaldi et al.,
2021; De Los Reyes et al., 2021). Our work contin-
ues these efforts by proposing a supervised model
for BRE based on BERT, to perform both business

relation identification and classification, while han-
dling for the first time, as far as we know, business
PR sparsity through knowledge distillation.

3 A Binary Soft-labels Supervision for
Multi-class RE (BSLS)

Our binary soft label supervision approach for
multi-class relation extraction is based on knowl-
edge distillation where binary soft labels generated
by a teacher model noted 71" are used to supervise
the training of a student model noted S (cf. Fig-
ure 1). Following (Zhou and Chen, 2021), both S
and T have the same architecture based on an im-
provement of R-BERT (Wu, 2019), a transformer
model specifically designed to handle RE tasks.
This architecture has two main components: a) a
sentence encoder noted Encoder; with i € {S,T'}
based on the pre-trained BERT model (Devlin et al.,
2019) while using entity markers as sentence rep-
resentation vectors, b) a relation classifier noted
Classifier; composed of two linear layers fol-
lowed by dropout layer then a softmax activation
function.

An input sentence is first fed into Encoder;, to
get its contextual representations that are injected
into Classi fier; to predict the relation type. Let
P; = (P, ..., P, the prediction probabilities gen-
erated by Classi fier;, with n being the number of
relations to predict. Let Ps,fir the soft labels,
i.e., the prediction probabilities generated by a
pre-trained teacher binary classifier Classifierp
whose weights are frozen and shared with S. Fi-
nally, let Y and Y,,, be respectively the binary and
multi-class hard labels that encode the ground-truth
labels as one hot vectors. These soft and hard labels
are used by two different losses in order to optimize
the models parameters through back-propagation:
L.t (resp. L.s) , the classification loss that min-
imizes the errors between Pr and Y} (resp. Pg
and Y,,,). and Lp, the distillation loss calculated
between a binarised form of Ps and Pg,f7.

The distillation algorithm consists in the follow-
ing steps:

(1) First, train 7" on binary relation identification
(PR Vs. NR), while optimizing the teacher
classification loss L.r.

(2) Then Classifierp’s weights are frozen and
shared with S.

(3) S is trained on multi-class RE and supervised
by both Y,, and Pg, 47, while optimizing
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Figure 1: Binary soft-labels supervision architecture for Business Relation Extraction. (1) Teacher training, (2)
Teacher classifier freezing and sharing, (3) Student training through knowledge distillation, (4) Final loss to train the

student.

both the student classification loss L.g and
the distillation loss £p. To this end, Pg are
first binarised into Pg;, following the equation
(1) where Pg, refers to the prediction proba-
bility of NR as given by Classi fierg.

(1) Pgsy = (Pso, max(Ps1, ..., Psy))

(4) The weighted sum of L.g and Lp is the final
loss L optimized to train the student model,
a=0.6, 8 = 0.4, being loss weights.

2) Ly=aLles+B.Lp

4 Data and Experiments

4.1 Baselines

We compare our model against four baseline mod-
els used to tackle data imbalance in RE: augmen-
tation of the training data (DA), multitask archi-
tecture (MLT), optimizing using an adapted loss
(ALS), and knowledge distillation (KD) via soft
labels. We describe below each of these configura-
tions.

1- Shortest dependency path data augmenta-
tion (DAgpp) (Su et al., 2021): The main idea
of data augmentation is to generate new instances
that express the same relation. As the shortest de-
pendency path is assumed to capture the required
information to express a relation between two tar-
get entities (Bunescu and Mooney, 2005), the aug-
mentation consists in extracting tokens located in
this path, fixing them, then the rest of tokens are
randomly transformed by: synonyms replacement,

random swapping, and random deletion. In our
experiment, this method augments the positive in-
stances by 300%.

2- Multitask architecture (MLTy;,) (Khaldi
et al., 2021): This is a multitask RE model that
performs both relation identification (PR vs. NR)
and relation extraction (multi-class classification).
The relation identification task is an auxiliary task
designed to help the main task of multi-class rela-
tion classification learn more features about PR vs.
NR distinction. We use here a simplified version of
MLT without considering any additional semantic
features.

3- Adapted loss (ALS) : We rely on four adapted
losses as follows:

— Weighted Cross Entropy loss (ALSycEg) :
A variant of cross-entropy loss that assigns to each
class a pre-computed weight that corresponds to
the penalty of miss-classifying its instances.

— Focal loss (ALSFr¢) (Lin et al., 2017): This
loss has shown to be very effective for object de-
tection from highly imbalanced datasets since it
down-weights easy examples and thus focus the
training on hard negatives by adding a modulating
factor to the cross-entropy loss.

—Adaptive scaling (ALS 4p) (Lin et al., 2018):
It is a dynamic cost-sensitive learning algorithm
that optimizes the F-score rather than the accuracy
and adaptively scales costs of instances of different
classes with a marginal utility that quantify the
importance of positive/negative instances during
training.

— Dice loss (ALSp¢) (Li et al., 2020): The Dice
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function is a widely used metric for evaluating im-
age segmentation accuracy. It is the harmonic mean
of precision and recall. It attaches equal importance
to false positives and false negatives. We use here
the weighted version of Dice loss to control the
trade-off between precision and recall and down-
weight easy examples. As far as we know, dice loss
has never been used for RE.

4- Soft label supervision using knowledge dis-
tillation (KDgrg): Soft labels generated by a
teacher model trained on multi-class RE task are
use to supervise a student model performing the
same task. We use the focal loss to train the teacher
model in order to handle class-imbalance when
generating soft labels. This is the standard KD fol-
lowing (Hinton et al., 2015), where the teacher and
the student models perform the same task, while
only the teacher classifier is distilled as in (Song
etal., 2021). Note that our teacher model is simpler
as it does not include any additional features.

4.2 Data

We run experiments on the BIZREL dataset,
(Khaldi et al., 2021) a business relation extraction
corpus freely available for research purposes.' The
dataset has 10k relation instances between named
entities of type Organization. It is composed of 5
positive relations (INVESTMENT, COMPETITION,
COOPERATION, LEGAL-PROCEEDING, and SALE-
PURCHASE) and one negative relation named OTH-
ERS.

Data distribution per relation type and dataset
type (train, test) are presented in Table 2. We can
observe that the NR is over-represented compared
to the other PR, representing 66.2% of the training
data and 66.2% of the test. When looking at NR
instances, we can notice that the patterns used to ex-
press this relation are irregular (see Examples 2 and
3), since a negative relation can be assigned to any
other non-business relation such as: list of spon-
sors, list of innovative companies, or employee’s
transfer from company A to company B.

Example 2 Shira Goodman, the former CEO of
Framingham office supply retailer [Staples |1, has
been elected to the board of directors of Los Ange-
les real estate giant [CBRE Group | .

Example 3 Ten French entities were among the
world’s 100 most innovative organizations in 2016:
three research centers (CNRS, CEA, IFP Ener-
gies Nouvelles) and seven companies (Alstom,

"Link to BizRel dataset

Data Inv. Com. Coo. Leg. Sal. Oth. #Tot.
Train 281 1,675 627 50 248 5,647 8,528
Test 50 296 18 44 997 1,506

Table 2: BIZREL dataset distribution per relation type
and per dataset type (train, test).

Inv. Com. Coo. Leg. Sal. Oth.
Avg. w_per_s 32 44 35 29 32 40
Avg. e_per_s 4 8 5 3 4 7
Avg. v_per_s 3 2 3 3 2 2

Table 3: BIZREL dataset complexity per relation type.

[Arkema] g1, [Safran]gs , Saint-Gobain, Thales,
Total, and Valeo).

In addition, these patterns can be very close to
the ones used to express PR. In Example 4, a NR is
annotated between E; and E3 while a PR of type
COOPERATION exists between E and F>. We can
notice that for both entity pairs, the pattern form
FE1 partners with Ea exists.

Example 4 While [Airbus]g, partners with
[Audi]rs, Boeing is cozying to [Adient]gs,
Mercedes-Benz, and even General Motors.

To measure the complexity of business relations
in BIZREL dataset and their syntactic richness, we
compute the average count of words, verbs, and en-
tities per relation type (Avg. w_per_s, Avg. v_per_s,
and Avg. e_per_s respectively). Table 3 shows the
results. We observe that sentences contain on aver-
age from 3 to 8 named entities of type organization,
therefore, potentially a maximum of 6 to 28 rela-
tions could occur in a single sentence between dif-
ferent entity pairs. In addition, sentences are com-
plex containing in average from 2 to 3 verbs and
the context surrounding a given relation instance
varies from 29 to 44 tokens on average. Overall,
these measures confirm the diversity and complex-
ity of business relations expressed in BIZREL. This
is more salient for OTHERS and COMPETITION
where the average number of entities per sentence
is 7 and 8 respectively, while the context (i.e., num-
ber of words per sentence) is respectively of 40 and
44.

5 Main Results

Results of the baselines and BSLS experiments are
reported in Table 4, in terms of macro precision,
recall, and F-score. 2

2All models are based on bert-base-cased. Using Fin-
BERT (Araci, 2019) did not improve the overall performances,
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Model P R F1

ALScE 62.5 725 66.7
ALSwcE 63.1 75.1 68.1
ALSpc (Lin et al., 2017) 659 71.7 68.5
ALSp¢ (Li et al., 2020) 66.9 654 65.7
ALS 4p (Lin et al., 2018) 62.6 70.9 66.0
MLTy;, (Khaldi et al., 2021) 62.8 73.2 67.2
DAgpp (Suetal., 2021) 69.7 67.8 68.2
KDgrs (Song et al., 2021) 639 709 67.0
BSLScg 654 71.7 682
BSLSwcE 63.0 732 67.1
BSLS e 66.1 75.0 69.9
BSLSpe 66.7 69.8 68.1
BSLS 4p 66.6 69.8 67.6

True

pos neg
Y pos 405 104 |ALSgc
8 400 109 |BSLSgc
(]
=
ot 157 840 |ALSgc
A neg

152 845 |BSLSgc

Figure 2: Confusion matrix to compare between busi-
ness and non-business instance classification in our best
model (BSLS ¢») and the best baseline (ALS p¢)

Inv. Com. Coo. Leg. Sal. Oth.

Table 4: Experimental results on the BIZREL dataset.
Best results are in bold.

Overall, we can observe that the proposed model
based on binary soft labels supervision (BSLS) op-
timized using a focal loss (F'C') is the best, achiev-
ing an F-score of 69.9%, outperforming there-
fore all the baselines (+1.4% over the best one).
Shortest dependency path (ADgpp) data augmen-
tation obtains the best precision (69.7%) while the
weighted cross entropy loss (ALSyw o) the best
recall (75.1%).

When comparing between knowledge distilla-
tion models, we can observe that our binary soft
labels (BSLS) are more efficient than KDgy g, the
multi-class soft labels state-of-the art (+2.9% F-
score).

When experimenting BSLS with different loss
functions, we notice that, for most of the experi-
ments, BSLS optimized using loss; outperforms
the baseline model optimized using the same loss;.
For example, BSLS g scores higher than ALS¢c g
(+1.5 % F-score), BSLS p¢ is better than ALS p¢
(+2.4 % F-score), BSLS 4p outperforms ALS 4p
(+1.6 % F-score), and finally BSLS ¢ outperforms
ALSpc (+1.4 % F-score).

6 Discussion and Analysis

We further compare the performances of the best
baseline (ALS ) with our best performing model
(BSLS (). Figure 2 gives a confusion matrix that
shows the number of false/true positives/negatives
between PR and NR. We can see that BSLS ¢
was able to reduce the number of false negative

where BSLS rc achieves the best F1 (68.9%), followed by
ALSrc (68.7%).

ALSpc  61.0 788 650 77.8 419 86.6
BSLSpc 689 772 667 73.7 46.2 86.6

Table 5: Best baseline (ALSp¢) and our best model
(BSLSr¢) Fl-score per relation type. Best results of
each relation are in bold.

instances (from 157 to 152), and increase the true
negative (from 840 to 845). We can also observe
the impact of these changes on the recall where
our model achieve one of the best score. It was
however not able to reduce misclassifications due
to false positive, leading therefore to a decrease in
the precision when compared to the best precision.

A closer look into the results per class for the
best baseline and best performing model (cf. Table
5) shows that our model is able to improve the
performances of most under-represented positive
relations, namely: INVESTMENT, COOPERATION
and SALE-PURCHASE that represent 3.3%, 7.3%
and 2.9% of test set. NR results remain stable and
this was expected as our approach was specifically
designed to handle under-represented PR. A final
interesting finding is that PR with less frequencies
are the one that benefits the most from binary soft
labels. For example, an improvement of +7.9 %
(resp. +4.3 %) in terms of F1 is observed for under-
represented relation INVESTMENT (resp. SALE-
PURCHASE) over the best baseline.

In order to gain insights into the main strengths
of the current approach when compared to the best
baseline, we analyse well classified instances by
BSLSFrc, that ALSp¢ fails to classify correctly.
We notice that our approach is able to identify the
NR OTHERS in some cases where many relations
are expressed between different target entities, un-
like ALSc (See example 5).

Example 5 While there were few mega acquisi-
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tions/ mergers primarily Chinese players acquiring
European and US robotics/ automation companies
(Kuka AG by [Midea Group]g,, Dematic by [Kion
Group] g, and KraussMaffei Automation by Chem-
China) and few others by US industry giants (Af-
feymetrix by ThermoFisher and Intelligrated by
Honeywel), most acquisitions were in the sub $ 500
M range .

BSLSr¢’s correct label : OTHERS, ALSp¢’s
wrong label: INVESTMENT

In addition, our model is also able to distinguish
between semantically close PR such as INVEST-
MENT, SALE-PURCHASE, and COOPERATION,
that uses the same lexical cues to be expressed
such as signing agreement, entering into a contract.
In example 6, the expression entering into a con-
tract refers to service-selling contract rather than a
COOPERATION relation.

Example 6 [General Electric Corporation]g,
has entered into a five - year, $ 128,500 million
contract with [Electronic Data Systems]r, (EDS)
to handle the corporation’s desktop computer pro-
curement, service, and maintenance activities.

BSLSzc’s correct label : SALE-PURCHASE,
ALSrc’s wrong label: COOPERATION

7 Conclusion

In this paper, we propose a novel solution to tackle
PR vs. NR imbalance and NR irregular patterns
problems, relying on binary soft-labels supervision
generated by knowledge distillation. When evalu-
ated on a business relation dataset, our approach
improves the overall performances by enhancing
the detection of under-represented relations and re-
ducing false negative misclassification rates. As
future work, we plan to evaluate our method to
other generic and domain specific RE datasets in
order to assess its adaptability to other domains.
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