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Abstract

Code-switching dependency parsing stands as
a challenging task due to both the scarcity of
necessary resources and the structural difficul-
ties embedded in code-switched languages. In
this study, we introduce novel sequence label-
ing models to be used as auxiliary tasks for
dependency parsing of code-switched text in a
semi-supervised scheme. We show that using
auxiliary tasks enhances the performance of an
LSTM-based dependency parsing model and
leads to better results compared to an XLM-R-
based model with significantly less computa-
tional and space complexity. As the first study
that focuses on multiple code-switching lan-
guage pairs for dependency parsing, we acquire
state-of-the-art scores on all of the studied lan-
guages. Our best models outperform the previ-
ous work by 7.4 LAS points on average.

1 Introduction

Code-switching (CS) is the producing of utterances
by combining phrases and word forms from mul-
tiple languages. This is a phenomenon observed
frequently in utterances of bilingual speakers (Auer
and Wei, 2007). Figure 1 shows an example to this
type of utterance formation. Although much work
has been done on the syntactic parsing of mono-
lingual languages, CS language pairs are quite un-
derstudied in this regard. There have been only a
few studies on CS dependency parsing (Bhat et al.,
2017; Partanen et al., 2018b; Braggaar and van der
Goot, 2021), each focusing only on a single CS lan-
guage pair. Although CS dependency parsing also
benefited from the recent rise of multilingual and
cross-lingual natural language processing (NLP)
models as shown by van der Goot et al. (2021),
these models, which are usually trained on mono-
lingual corpora, are insufficient on CS parsing. The
poor performance on CS language pairs is not only
due to the lack or scarcity of the training data but
also because of the shortage on resources required

OBL

Realschule’den sonra Gymnasium yaptim
MIXED TR DE TR
Secondary school after  high school made

OTHER

‘After secondary school I went to high school.’

Figure 1: Dependency tree of a code-switched sentence
from the Turkish-German SAGT Treebank. Language
ID of each token is located below the token. TR stands
for Turkish, DE for German, MIXED for tokens with
intra-word code-switching, OTHER is for punctuation.
German tokens and token parts are shown in bold.

by deep neural models such as pretrained embed-
dings, language models, or even raw data. In ad-
dition, each language composing a CS language
pair inherits its own structural difficulties which
contributes a good deal to the problem.

Recently, a small number of CS treebanks were
manually annotated within Universal Dependen-
cies (UD) (Nivre et al., 2016). Even though these
treebanks have little to no training data, their exis-
tence provides an opportunity to study dependency
parsing also on CS language pairs.

In such low-resource scenarios, utilizing raw
data can be helpful in boosting the performance. A
common method to benefit from raw data is self-
training (McClosky et al., 2006), a semi-supervised
approach where a small number of labeled data is
used to train a model that is later used to predict
labels for unlabeled data. This pseudo-labeled data
is then combined with the initial data to re-train the
model. This method is usually found successful in
low-resource scenarios (Rybak and Wréblewska,
2018; Yu et al., 2020), although error propagation
is a known problem when pseudo-labels are noisy.

With very restricted resources, we hypothesize
that CS dependency parsing can also benefit from
unlabeled data. Based on this hypothesis, we form
our first research question: is using pseudo-labeled
data directly beneficial for CS dependency pars-
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ing or can we find better ways of integrating the
knowledge from pseudo-labeled data?

Starting from this question, we follow a deep
contextualized self-training approach (Rotman and
Reichart, 2019) and integrate semi-supervised aux-
iliary tasks to the parsing architecture to enhance
CS dependency parsing. Our method enhances
a widely-used BiLSTM-based parser (Dozat and
Manning, 2017) by training parsing-related auxil-
iary sequence labeling tasks on automatically la-
beled data and combining these trained auxiliary
task models with the base parser through a gating
mechanism. We introduce new sequence labeling
tasks that are shown to be beneficial in improv-
ing the parsing performance. Seeing the success
of our semi-supervised enhancement method on
the BiLSTM-based parser, we form our second re-
search question: can we reach even better parsing
scores if we combine this enhancement method
with XLM-R (Conneau et al., 2020), a state-of-the-
art (SOTA) transformer-based language model that
shows superior performance on many NLP tasks?
Our experimental results demonstrate notable suc-
cess of our proposed models over the previous state-
of-the-art on these treebanks. Our contributions are
as follows:

* We employ a semi-supervised learning ap-
proach based on auxiliary tasks for CS de-
pendency parsing. We present the first study
with a focus on parsing all CS UD treebanks
and achieve SOTA results on all of them.

* We introduce novel sequence labeling tasks
including a CS-specific one, that capture syn-
tactic information better and hence improve
dependency parsing.

* We adapt this method to the powerful XLM-R
model and elaborate the effectiveness of this
approach when combined with XLLM-R-based
word representation for dependency parsing.
We demonstrate that the mighty transformer
model remains inadequate for the case of low-
resource CS parsing.

2 Related Work

Code-switching dependency parsing is a newly-
studied research area. The first CS UD treebank
was created by Bhat et al. (2017) which included
only a test set of Hindi-English sentences. In the
absence of CS training data, the test set was split
to monolingual fragments and existing Hindi and

English monolingual treebanks in UD were used to
parse these fragments. Bhat et al. (2018) extended
this dataset with a CS training set. They trained
a BiLSTM architecture on this additional training
data by also integrating syntactic knowledge ex-
tracted from monolingual treebanks.

Partanen et al. (2018b) laid the first foundations
of a Komi-Russian UD treebank with 25 CS sen-
tences. They adopted a multilingual parsing ap-
proach (Lim and Poibeau, 2017) and used Russian
and Komi monolingual training data with bilingual
Komi-Russian word embeddings. Later, this tree-
bank expanded into the Komi-Zyrian IKDP tree-
bank (Partanen et al., 2018a).

Cetinoglu and Coltekin (2019) created a Turkish-
German UD treebank from a Turkish-German spo-
ken corpus. Seddah et al. (2020) introduced the
Maghrebi Arabic-French treebank and performed
parsing experiments on the treebank using UDPipe
(Straka and Strakovd, 2017). This treebank is yet
to be included in the UD. A Frisian-Dutch UD tree-
bank which includes only test data was introduced
by Braggaar and van der Goot (2021). The authors
performed data selection from eight related mono-
lingual treebanks using Latent Dirichlet Allocation
(Blei et al., 2003) to create a training set. Their
experiments performed using a deep biaffine parser
(van der Goot et al., 2021) demonstrated no signifi-
cant performance difference between training the
parser on the selected training set and only on a
Dutch monolingual treebank.

Lately, multilingual and cross-lingual parsing
studies have begun to include CS treebanks in their
experimental setups. van der Goot et al. (2021)
presented a multi-task learning tool that utilizes
multilingual BERT (Devlin et al., 2019) to perform
several NLP tasks, including dependency parsing.
Evaluation was done on all available UD treebanks
which include CS UD treebanks mentioned above.
The model was fine-tuned on training set of each
treebank, which is also the case for Hindi-English
and Turkish-German CS treebanks. For Frisian-
Dutch and Komi-Russian CS treebanks with no
training data, they used Dutch Alpino and Rus-
sian SynTagRus treebanks, respectively. Miiller-
Eberstein et al. (2021) applied a sentence level
genre-based data selection from UD treebanks in
a cross-lingual setup. They trained a multilingual
BERT-based biaffine parser (van der Goot et al.,
2021) for 12 low-resource UD treebanks including
Hindi-English and Turkish-German CS treebanks.
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Figure 2: The parser architecture with semi-supervised auxiliary task enhancement. F, is the parser encoder, o7
is the sequence labeler encoder trained on one of the auxiliary tasks. For a given token pair, the model calculates a
weighted average of each token’s hidden representation from Ep and E 4. The resulting vectors are given to two
multi-layer perceptrons (MLP) to produce an arc score S, and a label score Sj,p; for the given token pair. The
input tokens are taken from the Frisian-Dutch Fame Treebank.

Our study on CS dependency parsing differs
from the previous work in the sense that none of
the previous work utilized raw CS data to improve
parsing in a semi-supervised scheme.

3 Methodology
3.1 Base Parsing Model

Our base parser is a neural graph-based parser by
Dozat and Manning (2017) that uses two biaffine
classifiers, one to predict the head of a given token
and the other to predict the resulting arc’s label.
For input representation, the model uses BILSTM
modules to compute learned word embeddings and
add them to their corresponding pretrained word
embeddings that are later concatenated with cor-
responding part-of-speech (POS) embeddings. To
ensure a well-formed tree at test time, the maxi-
mum spanning tree (MST) algorithm is used.

3.2 Semi-supervised Enhancement through
Auxiliary Sequence Labeling Tasks

We follow Rotman and Reichart (2019) to exploit
unlabeled data for CS dependency parsing. Rather
than directly using pseudo-labeled data as an addi-
tional source in training, the main idea is to extract
and utilize parsing-related knowledge from auto-
matically parsed data. This is achieved by training
contextualized embedding models on a number of
auxiliary sequence labeling tasks derived from the
raw data parsed by the base parser and then com-

bining encoders of these trained models with that
of the base parser through a gating procedure (Sato
etal., 2017) as described in Section 3.3. Figure 2
depicts this enhanced parser. The combined model
is then re-trained on the gold labeled data.

For their experimental setup, Rotman and Re-
ichart (2019) consider three token-level sequence
labeling schemes to extract the structural informa-
tion encoded in the parsed sentences. These are:

(i) Number of Children (NOC) The task is to
predict the number of children each token has in a
dependency tree.

(ii) Distance to the Root (DTR) Each token is
tagged with its minimum distance to the root token
of the dependency tree.

(iii) Relative POS-based Encoding (RPE) Each
token in a sentence is tagged with its head’s POS
tag in a simplified form and its distance from the
head. The distance calculation considers only the
intermediate tokens that share the same POS tag
with its head.

Although these three auxiliary tasks offer a com-
prehensive scheme in terms of extracting parsing-
related knowledge from automatically parsed data,
we search ways of channeling the embedded knowl-
edge in parsed trees more thoroughly to the trained
word embedding layers of the parser. We come up
with three additional sequence labeling tasks:
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Figure 3: The dependency tree of an example sentence from Hindi-English HIENCS Treebank. Each node in the
tree is tagged with the five auxiliary task schemes depicted in Section 3.2. Tags for the case of the SMH scheme are
not shown for this example since the HIENCS Treebank does not include morphology.

(iv) Language ID of Head (LIH) We start with
CS-specific features of parsed trees. The most
prominent of them is the language ID (LID) fea-
tures of the tokens in CS treebanks. Considering
the positive impact of LIDs in various other NLP
tasks (Jamatia et al., 2015; Aguilar and Solorio,
2020; Ozates and Cetinoglu, 2021), we design a
simple auxiliary sequence labeling task that makes
use of LIDs. Unlike previous work using token
LIDs, LIH tags each token with the LID of its head.
This way, information about the language of tokens
with which each token tends to relate in terms of
dependencies is conveyed to the learning model.

(v) Simplified Morphology of Head (SMH)
Morphological features are found to be beneficial in
parsing morphologically-rich languages (Dehouck
and Denis, 2018). This was our motivation to cre-
ate a new auxiliary task based on morphology. In
the SMH scheme, each token is assigned its head’s
morphological features. To reduce the number of
labels, we use only a subset of the morphological
features set, selected by considering the inclusive-
ness and the prevalence of the features across the
data.! The main idea of SMH is to provide mor-
phological clues to the parser while also giving
information about the structure of the tree.

A similar approach is also tried by Sandhan et al.
(2021). They define a sequential task to predict the
full set of morphological features for a given token.

'The selected UD features are Aspect, Case, Foreign,
Mood, NumType, Person, and VerbForm.

In our preliminary experiments, we observed that
using the full set of morphological features does
not improve the accuracy. In CS treebanks the
unique number of features is increased due to the
combination of language-specific feature sets of the
language pair, making the task more complex. To
reduce the complexity, we design SMH as utilizing
only a subset of the morphological features of (not
the token itself, but) the head of the token.

(vi) Punctuation Count (PC) Lastly, we design
the PC task that only needs root tokens unlike all
other tasks that need parsed trees to function. PC
is also not dependent on morphological, POS, or
LID tags as SMH, RPE, and LIH tasks.

PC simply tags each token with the number of
punctuations between that token and the root token
in the sentence. We observe a connection between
the position of punctuation and phrase boundaries
in a sentence which goes in line with previous stud-
ies (Li et al., 2010; Spitkovsky et al., 2011). PC
roughly groups tokens into phrases that usually
constitute sub-trees in a dependency tree.

Figure 3 shows the outputs of these tasks on the
dependency tree of an example CS sentence.

3.3 The Gating Procedure

To create the final parser, the trained auxiliary task
models are combined with the base parser through
a gating mechanism (Sato et al., 2017) which learns
to scale between the encoders of the auxiliary se-
quence labelers and that of the parser (see Fig. 2).
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Formally, the combined representation can be
formulated as:

bt — O.(wgate(eparser D 6labeler) + wgate)

gt — pt . eparser 4 (1 _ bt) . elabeler
where eP®¢" and e!@¢le" are the outputs of the
parser and sequence labeler encoders, respectively.
@ denotes concatenation. W9t and w9%%¢ are the
learned parameters of the gating procedure and o
is the sigmoid function. The final combined vector
g' is then given to the biaffine classifiers.

3.4 Transformer-based Adaptation of the
Model

Our base parser as described in Dozat and Manning
(2017) has some shortcomings in the choice of the
input representation, especially when the target lan-
guage has very little or no training data and there
is no accompanying pretrained word embeddings
to represent the input. This is also the case with
CS language pairs. In that situation, utilizing the
expressive power of transformers can be a good
solution. Pretrained on huge amounts of raw data
in different languages, multilingual transformer-
based language models have proven remarkably
effective (Devlin et al., 2019; Sanh et al., 2019; Liu
et al., 2019). One such model is XLM-R (Con-
neau et al., 2020). Pretrained on text data in 100
languages, XLM-R shows SOTA performance in
many languages including low-resource ones.

To the best of our knowledge, such a deep con-
textualized semi-supervised scheme has not been
incorporated with XLM-R before. So, we re-
implement the auxiliary task modules and the com-
bined parsing approach for an XLLM-R-based en-
coding module. For this purpose we follow the
XLM-R-based parsing architecture of Griinewald
et al. (2021) which has the same biaffine parsing
model described in Dozat and Manning (2017).
Our aim is to observe how extracting parsing-
related knowledge from semi-supervised auxiliary
tasks affects a multilingual transformer model.

4 Experiments

4.1 Data

We perform experiments on all CS treebanks? in
Universal Dependencies (v2.8).3 These are Komi-

There is also the Maghrebi Arabic-French Treebank (Sed-
dah et al., 2020) but its annotations are not yet compatible with
the UD scheme and it is not included in the UD repository.

*https://lindat.mff.cuni.cz/
repository/xmlui/handle/11234/1-3687.

All UD treebanks used in this paper are licensed with CC

Zyrian IKDP (Kpv-Ru), Hindi-English HIENCS
(Hi-En), Frisian-Dutch Fame (Fy-NI), and Turkish-
German SAGT (Tr-De) treebanks. All except Hi-
En are based on spoken CS data. Hi-En is con-
structed from bilingual tweets. Table 1 states basic
statistics and related resources for each treebank.

4.2 Training Setup

Due to lack of training data in some CS treebanks,
we have two types of experimental setup. We train
the parser models on in-domain data for Hi-En and
Tr-De. In these experiments we use each treebank’s
own training set. However, Kpv-Ru and Fy-NI con-
sist of a test set only. Hence, training of the latter
two treebanks are on out-of-domain data. For Kpv-
Ru which includes Komi-Russian code-switching,
we train the models on Komi-Zyrian Lattice UD
Treebank (Partanen et al., 2018a) of monolingual
Komi data. The first 562 sentences in Komi-Zyrian
Lattice are used for training, the remaining 100
are used for development. For Fy-NI, our training
data is the Dutch Alpino UD Treebank (Van der
Beek et al., 2002). We chose Dutch Alpino over the
other Dutch UD treebank (LassySmall) as Alpino
is found more effective in parsing Fy-NI (Braggaar
and van der Goot, 2021).

4.2.1 Unlabeled Data

Komi-Russian Komi Social Media Corpus* is
part of a social media corpora project for minority
Uralic languages (Arkhangelskiy, 2019). The data
is crawled from vkontakte, a social media service
mostly popular in Russia. Collected texts are au-
tomatically separated to monolingual segments of
Komi, Russian, or Unknown via a dictionary-based
method. For our purposes, we extract 3,862 CS
sentences from the corpus by joining consecutive
segments that alternate between Komi and Russian.

Hindi-English We employ the datasets in the
LinCE CS benchmark’ (Aguilar et al., 2020) for
this language pair. The benchmark provides three
different corpora with gold LID and POS labels
for Hindi-English (Mave et al., 2018; Singh et al.,
2018a,b). We combine these three corpora to use
them as unlabeled data. The resulting data consists
of 10,989 sentences.

BY-SA 4.0.

4 Available for research purposes. We obtained
the corpus by contacting Timofey Arkhangelskiy
at http://komi-zyrian.web-corpora.net/
index_en.html

5The datasets are publicly available for research purposes.
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Kpv-Ru Hi-En Fy-N1 Tr-De
(Komi-Russian) (Hindi-English)  (Frisian-Dutch) (Turkish-German)

Train - 1,448 - 578
Dev — 225 150 801
Test 214 225 250 805
CMI 16.97 36.08 17.80 28.78
Morphology yes no no yes
Monolingual treebanks both both only Dutch both
Unlabeled CS data Komi Social Media LinCE FAME! TuGeBiC
XLM-R only Russian both both both
FastText only Russian both both both

Table 1: Some statistics and related resources for the CS treebanks. Fy-Nl is provided as a single test set of 400
utterances. As in Braggaar and van der Goot (2021), we split it into a development set (first 150 utterances) and
a test set (remaining 250 utterances). CMI is the code-mixing index (Das and Gambéck, 2014) that shows how

frequent code-switching happens in the text.

Frisian-Dutch We extract CS sentences from the
FAME! Corpus® (Yilmaz et al., 2016) which con-
tains radio broadcasts in Frisian-Dutch. From this
corpus, which is also the source of the Fy-NI tree-
bank, we select 2,170 sentences that include at least
one CS point and are not already in the treebank.

Turkish-German TuGeBiC’ (Treffers-Daller
and Cetinoglu, 2022) is a set of transciptions, col-
lected from interviews with Turkish-German bilin-
guals in the 90s (Treffers-Daller, 2020). It contains
16,950 sentences. We use the whole corpus, and
only remove the speaker IDs and metadata from
the files.

4.2.2 Sequence Labeler Training

Training auxiliary models on sequence labeling
tasks is done on automatically parsed version of
the corresponding unlabeled data for each treebank.
Some of the sequence labeling tasks need specific
labels on unlabeled data to function. These are POS
tags for RPE, LID labels for LIH, and morphologi-
cal annotation for SMH. In training of these tasks,
we use gold labels when available (POS tags for Hi-
En; LIDs for Kpv-Ru, Hi-En, and Fy-NI) and train
taggers in the absence of gold labels (POS tags
for Kpv-Ru, Fy-NI, and Tr-De; LIDs for Tr-De;
morphological features for Kpv-Ru and Tr-De).

4.3 Baselines

As our baseline, we use Ma et al. (2018)’s re-
implementation of the biaffine parser by Dozat and
Manning (2017). We call this model Basergy as
it uses BiLSTMs for contextualized word vectors.

8 Available via a license agreement. https: //www.ru.

nl/clst/tools—-demos/datasets/
"Available at https://github.com/ozlemcek/
TuGeBiC

As a second baseline, we implement the tra-
ditional self-training approach (McClosky et al.,
2006) in which the parser is first trained only on
gold labeled data. Then, labels of unlabeled data
are predicted by the trained parser. Finally the
parser is re-trained on the combination of gold la-
beled data and pseudo-labeled data. We name this

approach as Self-training.
For our experiments with XLM-R, we use

Griinewald et al. (2021)’s implementation of the
biaffine parser with XLLM-R-based input represen-
tation. Input word embeddings are calculated as
a weighted sum of all intermediate outputs of the
transformer layers. Coefficients of the weighted
sum are learned during the training phase. Apart
from its multilingual transformer-based contextual-
ized word representation model, it has the same bi-
affine parsing model in Dozat and Manning (2017).

We call this version Basexur.
Hyper-parameters of both parser models and se-

quence labelers can be found in Appendix A.1.

4.4 Semi-supervised Enhancement Models

We provide the list of enhancement models built
on top of Baser gty and Baseyur Where parser
is combined with a sequence labeler trained on:

* +NOC: Number of Children,

Distance to the Root,

Relative POS Encoding,
Language ID of Head,
Simplified Morphology of Head,?

e +PC: Punctuation Count.’

e +DTR:
* +RPE:
e +LTH:
e +SMH:

8Note that only Kpv-Ru and Tr-De treebanks have mor-
phological annotation. Hence, +SMH is applied only to them.

°The +PC model is not applied to Fy-NI since the treebank
does not have punctuation.
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Additionally, we perform experiments by ensem-
bling more than one auxiliary task model with the
base parser. We experiment with two configura-
tions. First, we integrate Number of Children,
Distance to the Root, and Relative POS Encod-
ing models together (+NOC, +DTR, +RPE). This
is also the ensemble configuration in Rotman and
Reichart (2019). Since we have additional three
tasks, we also make the combination of three best
performing models for each treebank and name this
ensemble version as +Best Combination.!®
For combining encoders of more than one auxiliary
task model with the parser encoder, we use Rot-
man and Reichart (2019)’s extension to the gating

mechanism of Sato et al. (2017).
We perform three runs for each model and report

the average scores. We measure the performance of
all models using the CoNLL 2018 Shared Task eval-
uation script'! and report the unlabeled and labeled
attachment scores (UAS and LAS, respectively).

5 Results and Discussion

Table 2 shows the performance of all LSTM-based
models and of the previous works on the test set of
each treebank in terms of attachment scores. Signif-
icance testing is performed using the approximate
randomization test (Noreen, 1989) on the model
outputs with the number of shuffles set to 5,000.

Comparison to Baselines On all treebanks, the
auxiliary task enhancement methods improve the
scores when compared to Basersty by 4.94 points
in UAS and 3.86 points in LAS on average. The
best performing enhancement model differs across
treebanks. We observe the same pattern for the tra-
ditional self-training method. Self-training
fails to surpass the proposed approach on any of the
treebanks. Its parsing performance even falls below
that of Basersry on Kpv-Ru and Tr-De. It shows
the highest improvement with respect to Basersty
on Fy-NI1. Yet, the best one of the auxiliary task
enhancement methods significantly outperforms
Self-training on each treebank.

New Individual Tasks The +LIH model which
employs LIDs performs best on Kpv-Ru, and sec-
ond best on Hi-En. Its performance on Tr-De and
Fy-NI is comparable with the other models. It is
also in the Best Combination ensemble for

Dye to high memory consumption of XLM-R-based mod-
els, this ensemble technique cannot be applied to our XLM-R-
based parsing architecture.

"https://universaldependencies.org/
conlll8/conlll8_ud_eval.py

all treebanks. This indicates the importance of lan-

guage IDs in CS dependency parsing.
The +SMH model which is only applied to Kpv-

Ru and Tr-De is the best performing one on Tr-De.
However, all other tasks outperform +SMH on Kpv-
Ru. This might be due to the quality difference in
morphological taggers trained on these treebanks.
The morphological tagger we trained on the CS
training set of Tr-De has an accuracy of 82% on
its test set. However, to train a tagger for Kpv-Ru
we used monolingual Komi data only. Accuracy of
this tagger on Kpv-Ru test set is 66%. It seems the

Kpv-Ru parser suffers from error propagation.
The simplest enhancement model +PC performs

comparable to others, even outperforming +NOC
and +DTR on Kpv-Ru and Tr-De. Since it only
needs the root position in the sentence to perform,
this model can be an alternative to other models
when gold/predicted POS or morphological tags
are hard to acquire. It can also be preferred when
the error propagated to the auxiliary tasks from the
base parser through predicted trees is high, damag-
ing accuracy of the tasks that rely on these parses.

Individual Tasks vs Ensembles Ensembling
multiple tasks improves UAS and LAS on Hi-En
and Fy-NI and LAS on Tr-De when compared
with the best performing single task. The +Best
Combination ensemble works better on Fy-NI
and Tr-De than the +NOC, +DTR, +RPE ensemble
proposed by Rotman and Reichart (2019). Look-
ing at the overall results, we observe that including
+RPE and +LIH together has a favorable effect on
improving CS parsing performance.

Who Benefits Most and Least? Fy-NI is the
most benefited treebank from the proposed model.
The best performing enhancement model +Best
Combination on Fy-NI achieves almost 10/7
points increase in UAS/LAS when compared with
Baserstu. The least benefited treebank is Kpv-Ru
with 2.5/1.1 points increase in UAS/LAS. Having
similar amount of unlabeled data and no CS train-
ing data, these treebanks differ in their training data
amounts. The Dutch Alpino Treebank used to train
Fy-NI models has 13,603 sentences whereas the
Komi-Zyrian Lattice Treebank for Kpv-Ru mod-
els includes 662 sentences. So, automatic parsing
of unlabeled data of Kpv-Ru by a model trained
on 662 sentences can be much noisier than that of
Fy-NL. In Appendix A.2, we show that the perfor-
mance ranking of the systems does not change by
the amount of gold training data.
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Kpv-Ru Hi-En Fy-NI Tr-De
UAS LAS UAS LAS UAS LAS UAS LAS
Buselines BasersTtm 6224 4510 80.10 7129 6497 4956 67.50 57.88
Self-training 59.55 4327 8047 7288 68.91 53.24 60.86 52.04
+NOC 64.83*% 46.53* 81.67 7294  71.80* 53.35 70.86* 60.97*
+DTR 64.80* 4553  81.94 7296  71.48* 53.10 70.88* 60.63*
Semi-supervised +RPE 64.95% 4590  82.75% 73.84 7298*% 54.12 71.40* 61.46*
Enhancement +LIH 65.70* 47.13* 82.24* 7354  72.20*% 5198  71.39* 61.46*
+SMH 64.63*% 45.31 - - - - 7141* 61.50*
+PC 64.67* 46.79* 8140 72776 - - 71.25%  61.44%
Ensemble +NOC, +DTR, +RPE 65.59* 46.86* 82.75% 74.09* 73.97* 56.10% 70.55*% 60.95%
+Best Combinationf 64.98* 46.22* 82.77* 74.02* 74.69* 56.39* 70.92* 61.65*
Bhat et al. (2018) - - 80.23  71.03 - - - -
. Braggaar and van der Goot (2021) - - - - 70.20 5560 - -
Previous Work . " der Goot et al. (2021 - 220 - 6550 - 5400 - 60.90
Miiller-Eberstein et al. (2021) - - 73.62 62.66 - - 66.75  55.04

Table 2: Attachment scores of baselines, our models, and the previous works on all CS UD treebanks. +SMH
is not applicable to Hi-En and Fy-NI due to the lack of morphology in these treebanks. +PC cannot be applied
to Fy-NI since it has no punctuation. {Best combination for each treebank: +NOC, +LIH, +PC for Kpv-Ru,
+DTR, +RPE, +LIH for Hi-En, +NOC, +RPE, +LIH for Fy-NI, and +RPE, +LIH, +SMH for Tr-De. The best
scores for each dataset are underlined and bold. Scores marked with * significantly outperform both Basegry and
Self-training.

Kpv-Ru Hi-En Fy-N1 Tr-De
UAS LAS UAS LAS  UAS LAS UAS LAS
Basexiur 5790  43.12 8142 7154 6575 5027 7593 66.30
+NOC 57.09 4279 8128 7158 67.50* 51.64* 75.79 65.98
+DTR 56.65 4237 82.15*% 71.89 66.85% 5045 7556 65.73
+RPE 58.77% 43.84 81.79 71.84 67.35*% 51.13* 7549 65.77
+LIH 5724 4319 8192 7193 6626 50.10 7551 65.78
+SMH 5698 4325 - - - - 75.53 65.66
+PC 56.81 4197 8146 7189 - - 75.14  65.45

Table 3: Performance of XLM-R-based parser and our XLM-R adaptation of auxiliary task enhancement models.
The best scores for each dataset are underlined and bold. Scores marked with * significantly outperform Basexpyr-

Comparison to Previous Work The best en- hancement model +NOC outperforms Baseyxivr

hancement model always achieves better scores
than previous state-of-the-art on each treebank. In
this respect, the biggest improvement is observed
on Kpv-Ru with more than 24 points increase in
LAS. In addition, it should be noted that model
architectures are not quite comparable as some
of the previous work use a lot more resources
than our models. For instance, Miiller-Eberstein
et al. (2021) perform data selection on whole UD
datasets for training and utilize multilingual BERT.

Proposed Method and XLM-R Attachment
scores of Baseywr and our XLM-R adaptation
of auxiliary task enhancement models are given in
Table 3. Our first observation is the limited per-
formance of Baseyyr in parsing CS treebanks.
We see that the enhancement models do not have
the same impact on Baseyyr as they have on
Basergtm. The only significant performance in-
crease is on Fy-NI1 where the best performing en-

by almost 2/1.5 points in UAS/LAS. For Kpv-Ru,
the only model that surpasses the baseline is +RPE.
The difference is found statistically significant only
in UAS. For Hi-En, all enhancement models except
+NOC perform better than Baseyxrur. Yet, the only
significant improvement is achieved by +DTR in
UAS. None of the enhancement models surpass
Baseximr on Tr-De but the difference between the
scores is not found to be significant. Another re-
markable observation is our models built on top of
Basergty outperforming all XLLM-R-based mod-
els with the exception of Tr-De. This answers our
second research question: XLM-R is not always
the best option. For powerful models like XLM-R,
multilinguality can harm the performance when the
target language is unknown to the model. Our re-
sults suggest that in such cases it is better to employ
simpler models that are tailored for the exact task.
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Comparison of the Proposed Approach with
Baselines in terms of Computational Resources
Table 4 provides time and memory usage of
BasergTtm, Basexrmr, and our proposed best
model for each treebank. Labeled attachment
scores (LAS) acquired by these models on each
treebank are also given.

Kpv-Ru Hi-En  Fy-NlI = Tr-De
Training time
Baserstu 0h9m Oh15m Oh45m Oh20m
Our best model Oh25m  O0h40m 2h30m Oh55m
Baseyiur 3h40m  3h15m 11hOm  1h30m
Memory usage (GB)
Baserstu 3.6 3.6 3.8 35
Our best model 4.5 7.6 7.3 7.4
Basexivr 9.9 79 9.6 8.4
LAS
Baserstu 45.10 71.29 49.56 57.88
Our best model 47.13 74.09 56.39 61.65
Baseyxiur 43.12 71.54 50.27 66.30

Table 4: Comparison of baselines and the proposed
approach according to training time, memory usage
during training, and LAS. Our best model on Kpv-Ru
is the +LTH model. For all other treebanks, our best
model is an ensemble that combines three task models.

From the table, we observe that there is a trade-
off between performance and resource consump-
tion for the three models. The training time of
the Baser,gty model is the shortest. Yet, our best
model improves the performance significantly at
the expense of a slight increase in training time.
Baseyrur has the longest training time by a large
margin.

In terms of memory usage, there is a similar pat-
tern to that of training time. Basersty needs ap-
proximately 50% less memory than our best model,
yet there is on average 3.86 points gap between
LAS of the two models. Baseyrur is again the
least preferable model here due to its highest mem-
ory consumption and low performance on parsing
the treebanks with the exception of Tr-De. Only
for Tr-De it outperforms the other two models and
can be the model of choice for the parsing of Tr-De
data.

Considering the long training time and high re-
source consumption of the XLM-R-based parser
and the success of our LSTM-based enhancement
models, we suggest LSTM-based auxiliary task en-
hancement for low-resource dependency parsing of
CS data.

6 Conclusion

In this paper, we focus on CS dependency pars-
ing. We present a semi-supervised auxiliary task
enhancement to a graph-based neural parser and
create novel sequence labeling tasks that are shown
as useful in improving the parser’s success. Ex-
perimental results show that our enhancement
technique achieves SOTA performance on all CS
UD treebanks and helps better utilization of unla-
beled data for CS dependency parsing. We com-
bine our enhancement models with XLM-R to see
their performance on a multilingual transformer-
based model. Results demonstrate that the power-
ful XLM-R shows limited performance and fails
to surpass our semi-supervised auxiliary task en-
hancement models. Our implementation of the
proposed sequence labeling tasks and the XLM-
R-based enhancement are publicly available for
research purposes at https://github.com/
sb-b/ss-cs—-depparser.
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A Appendix

A.1 Model Configuration and
Hyper-parameters

We provide the configuration and hyper-parameters
of the parser and sequence labeler models presented
in Section 4.3.

Basersty We use Adam optimizer (Kingma and
Ba, 2015) with a learning rate of 0.002, batch size
of 16, and all dropout probabilities are set to 0.33
for the parser and the sequence labeler models. We
train the parser for 150 epochs and sequence label-
ing tasks for 100 epochs.

We use 300-dimensional FastText embeddings
(Grave et al., 2018) as pretrained word vectors.
Since these embeddings are monolingual, we
choose Russian FastText embeddings for Kpv-Ru,
Hindi embeddings for Hi-En, Dutch embeddings
for Fy-NI, and Turkish embeddings for Tr-De tree-
banks. The model also uses 100-dimensional char-
acter embeddings and POS tag embeddings which
are randomly initialized. The 3-layer BiLSTM
modules of the parser and the sequence labeler
have hidden layer size of 512 on each side. The de-
coder of the parser includes an arc MLP of size 512
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Figure 4: Comparison of Basergty, Self-training, and our best model for Hi-En and Fy-NI in terms of

attachment scores.

and a label MLP of size 128. The decoder of the
sequence labeler consists of two fully connected
layers with size 128 and 64, respectively.

Baseyxrur Due to computational efficiency, we
choose the 768-dimensional XLLM-R base language
model as the word representation module of the
Baseyrur architecture. For the parser, the arc
MLP of the biaffine classifier has the same size
with XLM-R model and the label MLP has the
size of 256. Dropout for the classifier is set to
0.33. For the sequence labeler, we use a single-
layer feed-forward neural network to extract logit
vectors. We use AdamW optimizer (Loshchilov
and Hutter, 2019) with a learning rate of 0.00004
and set batch size to 16. The number of epochs for
the parser is 300 with an early stop of 50 epochs.
For the sequence labeler, we train the models for
100 epochs with an early stop of 15 epochs.

A.2 Effect of Gold Labeled Data on the
Parsing Performance

In our main experiments the gold training data size
differs among the four datasets. While the gold
labeled data used for training of Kpv-Ru and Tr-
De includes approximately 500 sentences, Hi-En
has 1,448 gold labeled training CS data and for
Fy-NI we used the training set of the Dutch Alpino
UD Treebank which consists of 12,289 gold la-

beled Dutch sentences. In order to observe how
the amount of gold labeled training data affects the
models’ performance, we did a set of experiments
on each of Hi-En and Fy-NI datasets by incremen-
tally increasing the size of labeled training data
from 500 to the original training data size as used
in the main experiments. Figure 4 shows results of
these experiments.

We observe that our best model on these
datasets (+NOC, +DTR, +RPE for Hi-En and
+NOC, +RPE, +LIH for Fy-Nl) always surpasses
Self-training and Basepgry regardless of
the available gold training data. Increasing the la-
beled training data has always a positive effect on
the performance of all models for Hi-En but causes
fluctuations in the performance for the case of Fy-
NI The reason for this difference might be that the
training data of Hi-En is in-domain and includes
CS sentences, while the training data we use for
Fy-Nl is out-of-domain and includes monolingual
Dutch sentences.
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