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Abstract

Leveraging the dependency tree of the input
sentence is able to improve the model perfor-
mance for relation extraction. A challenging
issue is how to remove confusions from the
tree. Efforts have been made to utilize the de-
pendency connections between words to selec-
tively emphasize target-relevant information.
However, these approaches are limited in fo-
cusing on exploiting dependency types. In this
paper, we propose dependency position encod-
ing (DPE), an efficient way of incorporating
both dependency connections and dependency
types into the self-attention mechanism to dis-
tinguish the importance of different word de-
pendencies for the task. In contrast to previous
studies that process input sentence and depen-
dency information in separate streams, DPE
can be seamlessly incorporated into the Trans-
former and makes it possible to use an one-
stream scheme to extract relations between en-
tity pairs. Extensive experiments show that
models with our DPE significantly outperform
the previous methods on SemEval 2010 Task 8,
KBP37, and TACRED.

1 Introduction

Relation extraction (RE) has been a long stand-
ing goal in natural language processing (NLP) and
plays a crucial role in supporting many down-
stream task (Trisedya et al., 2019; Sun et al.,
2019; Xu et al., 2016; Wang and Cardie, 2012).
Nowadays, methods with powerful encoders (e.g.
Transformer) have achieved promising success in
RE (Baldini Soares et al., 2019; Tian et al., 2021;
Yu et al., 2020; Guo et al., 2019; Mandya et al.,
2020) due to their effectiveness in capturing con-
textual information. In addition, previous stud-
ies (Miwa and Bansal, 2016; Zhang et al., 2018;
Sun et al., 2020; Chen et al., 2021) try to utilize the
extra syntactic knowledge (e.g. word dependency)
to further improve the ability to encode relations
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Figure 1: We introduce an one-stream scheme for rela-
tion extraction. By modeling the dependency informa-
tion as a labeled and fully-connected graph, we extend
self-attention to consider words dependencies and seam-
lessly incorporate them into Transformer-based encoder.

between entity pairs and have demonstrated its ben-
efit in many methods. Nevertheless, intensively
leveraging dependency information is not able to
always improve the model performance, due to the
confusions introduced by the noise in the depen-
dency tree. Efforts have been made to utilize the
separate module to selectively emphasize target-
relevant dependency connections between words,
with little attention paid to dependency types. We
argue that dependency types associated with the de-
pendency connections are able to help the relation
extraction task and try to find a direct way to infuse
them into the model.

In this paper, we present dependency position en-
coding (DPE), an efficient way of incorporating de-
pendency information into the self-attention mech-
anism of the Transformer to distinguish the impor-
tance of different word dependencies for relation
extraction. Specially, we first encode dependency
information obtained from an off-the-shelf depen-
dency parser and map it into embeddings, then
assign different weights to different labeled depen-
dency connections between any two words through
attention calculation. Different from previous stud-
ies that process input sentence and dependency tree
in separate streams, our DPE can be seamlessly
incorporated into the encoder and makes it possible
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Figure 2: Relation extraction with dependency position embedding. The left side shows the overall architecture,
while on the right side, we illustrate the detail of extending the self-attention to consider word dependencies.

to introduce an one-stream scheme for relation ex-
traction. We conduct experiments on three English
benchmark datasets (i.e., SemEval 2010 Task 8,
KBP37 and TACRED) where the results demon-
strate the effectiveness of our method.

2 Background and Motivation

BERT (Devlin et al., 2019) is a pre-trained lan-
guage model which has Transformer-based model
architecture and is widely used as sentence en-
coder in RE methods (Baldini Soares et al., 2019;
Wu and He, 2019; Tian et al., 2021). The self-
attention mechanism in Transformer does not ex-
plicitly model relative or absolute position infor-
mation. To this end, Transformer (Vaswani et al.,
2017) adopts explicit absolute sinusoidal positional
encodings added into input embeddings. Absolu-
tion positions can be more naturally encoded as
relative positional encodings (RPE) as follows:

Attn(xi) =
n∑

j=1

αij(W
V xj + aVij)

αij =
exp eij∑n
k=1 exp eik

eij =
xiW

Q(xjW
K + aKij )

T

√
dk

(1)

where aij ∈ Rdk denotes edge distances between
xi and xj when seeing input elements as labeled,
directed, fully-connected graph (Shaw et al., 2018).

Inspired by RPE, we argue that dependency types
associated with the dependency connections among
words also can be regarded as dependency graphs,
which contain highly useful information for RE.
We propose dependency positional encoding (DPE)
and use it as an extension of self-attention to con-
sider the dependency information between words.
Different from previous studies (Guo et al., 2019;
Zhang et al., 2018) that treat the dependency con-
nections among words equally, DPE is able to dis-
tinguish the importance of different labeled con-
nections through self-attention calculation.

3 Methodology

Following the previous studies, we perform RE as a
classification task. Specifically, given an input sen-
tence x = (x1, ..., xn) with E1 and E2 denoting
two entities in it, we predict the relation r̂ between
entities as fowllows:

r̂ = argmax
rϵR

p(r|DPE(x, τx)) (2)

where R is the set of entity relation types and τx is
the dependency tree obtained from an off-the-shelf
toolkit. The overall architecture of our method is il-
lustrated in Figure 2 and we impose the dependency
information into the model through DPE.

3.1 Dependency Position Encoding
Dependency tree τx indicates type-aware connec-
tions between input elements. We firstly repre-
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MODEL F1-score
SDP-LSTM (Xu et al., 2015) 83.7

PA-LSTM (Zhang et al., 2017) 82.7
Att-Pooling-CNN (Wang et al., 2016) 88.0

C-GCN (Zhang et al., 2018) 84.8
R-BERT (Wu and He, 2019) 89.2

LST-AGCN (Sun et al., 2020) 86.0
SPTree (Miwa and Bansal, 2016) 84.4

C-AGGCN (Guo et al., 2019) 85.7
C-GCN-MG (Mandya et al., 2020) 85.9

DP-GCN (Yu et al., 2020) 86.4
BERTEM+MTB (Baldini Soares et al., 2019) 89.5

A-GCN (Tian et al., 2021) 89.8
TaMM (Chen et al., 2021) 90.0

DPE (BERT-base) 89.2
DPE (BERT-large) 90.2

Table 1: The comparison between our models and pre-
vious studies on SemEval.

sent dependency types in τx by a type matrix
T = (ti,j)n×n, where ti,j is the dependency type
(e.g. nusbj) associated with the directed depen-
dency connection between xi and xj . We then map
each ti,j to its embedding ei,j . For each Trans-
former layer, we operate self-attention calculation
as follows:

Att(x) = Softmax(
QKT +DPE√

dk
) · V

Q = WQx,K = WKx, V = W V x (3)

where WQ, WK , and W V are weight matrices to
generate Q, K, and V via linear transformations
on x; DPE denotes the type embedding ei,j . DPE
can be seamlessly incorporated to the Transformer
framework and and infuse word dependencies into
the model in an one-stream manner.

3.2 Relation Extraction with DPE
We first encode the input sentence into hidden vec-
tors by BERT (Devlin et al., 2019) with DPE, where
hi denotes the hidden vector for xi. Then, we apply
the max pooling to the output hidden vector of each
word in the entity to obtain the entity representation
hEk

by

hEk
= MaxPooling(hi|xi ϵ Ek) (4)

Next, we concatenate the representation of the two
entities and pass the resulting vector through a fully
connected layer to obtain the final prediction r̂, as
follows:

r̂ = W · (hE1 + hE2) + b (5)

MODEL F1-score
RNN (Zhang and Wang, 2015) 58.8

BERTEM (Baldini Soares et al., 2019) 68.3
DPE (BERT-base) 67.1
DPE (BERT-large) 68.7

Table 2: Performance of different models on KBP37.

MODEL P R F1

SDP-LSTM (Xu et al., 2015) 66.3 52.7 58.7
Tree-LSTM (Tai et al., 2015) 66.0 59.2 62.4

C-GCN-MG (Mandya et al., 2020) 68.0 64.4 66.1
AGGCN (Guo et al., 2019) 69.9 60.9 65.1

C-AGGCN (Guo et al., 2019) 71.8 66.4 69.0
BERTEM (Baldini Soares et al., 2019) - - 70.1

GCN (Zhang et al., 2018) 69.8 59.0 64.0
C-GCN (Zhang et al., 2018) 69.9 63.3 66.4

PA-LSTM (Zhang et al., 2017) 65.7 64.5 65.1
DP-GCN (Yu et al., 2020) 72.2 66.5 69.2

DPE (BERT-base) 68.2 64.0 66.0
DPE (BERT-large) 75.0 63.1 68.5

Table 3: Results of different models on TACRED.

where W and b are the trainable weight matrix and
bias vector for the fully connected layer.

4 Experiments

4.1 Experimental Settings

Datasets. We conduct experiments of relation ex-
traction on three English benchmark datasets: Se-
mEval 2010 Task 8 (SemEval)* (Hendrickx et al.,
2019), KBP37 (Zhang and Wang, 2015) and TA-
CRED† (Zhang et al., 2017). For fair comparison,
we use their official train/dev/test split‡. Follow-
ing previous studies (Hendrickx et al., 2019; Wang
et al., 2016; Baldini Soares et al., 2019; Yu et al.,
2020), we report the macro-averaged F1 scores
on SemEval and the micro-averaged F1 scores on
KBP37 and TACRED.

Dependency Information Construction. We
employ Standard CoreNLP Toolkits (SCT) § to ob-
tain the dependency tree τx for each input sentence
x. Motivated by previous studies (Xu et al., 2015;
Zhang et al., 2018), we use two groups of depen-
dency connections which are filtered out through
particular pruning strategies: (1) full connections

*The data is download from http://docs.google.
com/View?docid=dfvxd49s_36c28v9pmw.

†We obtain the official data (LDC2018T24) from https:
//catalog.ldc.upenn.edu/LDC2018T24.

‡SemEval only has the training and test sets.
§We download the version 3.9.2 from https://

stanfordnlp.github.io/CoreNLP/.
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Model Order SemEval KBP37 TACRED
Baseline - 89.2 67.5 67.4

DPE (Full)
1st 89.6 67.8 67.7
2nd 89.8 67.9 67.8
3rd 89.9 68.3 68.3

DPE (Part) 1st 89.9 68.5 68.4

DPE (Both)
1st 90.2 68.7 68.5
2nd 89.9 68.4 68.2
3rd 89.6 67.9 67.8

Table 4: Ablation study of different dependency infor-
mation.

include all dependencies that directly connect to
the heads of two entities; (2) part connections are
obtained from the shortest dependency path (SDP)
between entities.

Implementation Details. We use the uncased
version of BERT (Devlin et al., 2019) (we uti-
lize 24 layers of multi-head attentions with 1024-
dimensional hidden vectors for BERT-large) with
DPE and insert four special tokens (i.e., "<e1>",
"</e1>", "<e2>", and "</e2>") into the input sen-
tence to mark the boundary of the two entities (Bal-
dini Soares et al., 2019). We randomly initialize
all trainable parameters and the dependency type
embeddings. We utilize Adam optimizer with the
initial learning rate of 3e-5 and the batch size of 64
to train the model.

4.2 Main Results

In table 1, we compare the the F1 scores of differ-
ent models on the test set of SemEval (Hendrickx
et al., 2019). As can be seen, our model consis-
tently outperforms other methods and achieves the
best F1 score. To further demonstrate the advan-
tage of DPE, we also conduct experiments on the
KBP37 and TACRED datasets. Table 2 and Table 3
show that our method also achieves strong perfor-
mance on these two benchmark datasets. Above
results illustrate the great generalizability of DPE
in condensing the useful dependency information
for relation extraction.

4.3 Analysis

The Effect of Dependency Information. We study
the performance of our proposed model with differ-
ent combinations and different orders of word de-
pendencies. As we can see in Table 4, models with
DPE under all settings outperform the BERT-large
baseline on all datasets. We find that DPE models
with part connections (i.e., DPE (Part)) surpass the

Model Position SemEval KBP37 TACRED
Baseline - 89.2 67.5 67.4

DPE (Full)
1-12 89.4 67.7 67.5
13-24 89.5 67.6 67.6
1-24 89.6 67.8 67.7

DPE (Part)
1-12 89.8 68.2 68.1
13-24 89.7 68.3 68.2
1-24 89.9 68.5 68.4

DPE (Both)
1-12 89.6 68.5 68.2
13-24 89.8 68.3 68.3
1-24 90.2 68.7 68.5

Table 5: Ablation study of different plugin positions.

ones with full connections (i.e., DPE (Full)) under
the same setting since using the dependency infor-
mation in an intensive way may introduce noise.
Besides, we obtain the best performance when us-
ing two types of word dependencies (i.e., DPE
(Both)). Furthermore, we observe that DPE (Full)
models obtain better results when using higher or-
der dependencies while the trend is on the opposite
for the DPE (Both) ones. One possible reason is
that leveraging higher order dependencies makes
it possible to capture more useful contextual infor-
mation between two entities for DPE (Full) and
introduces confusions when DPE (Both) encodes
most essential word dependencies.

The Plugin Positions of DPE. We also exper-
iment by varying the position of the DPE in the
model. Table 5 presents the ablations for variable
positions based on the BERT-large. For fair com-
parison, we use the model on first-order word de-
pendencies used in the above analysis. We denote
the first BERT layer by index 1 and i − j as the
plugin positions of DPE which start from i and end
at j. We achieve the best performance when each
layer in the BERT-large equipped with DPE across
all combinations of dependency information, which
demonstrates the effectiveness of our method.

5 Conclusion

In this paper, we propose dependency position en-
coding (DPE) and use it as an extension of self-
attention to consider dependency information. Dif-
ferent from previous studies, DPE is able to seam-
lessly incorporated into the Transformer and makes
it possible to use an one-stream scheme to extract
illuminating word dependencies for relation ex-
traction. Experimental results on several public
datasets illustrate the effectiveness of our approach.
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