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Abstract

MOBA (Multiplayer Online Battle Arena)
games such as Dota2 are currently one of the
most popular e-sports gaming genres. Follow-
ing professional commentaries is a great way
to understand and enjoy a MOBA game. How-
ever, massive game competitions lack commen-
taries because of the shortage of professional
human commentators. As an alternative, em-
ploying machine commentators that can work
at any time and place is a feasible solution.
Considering the challenges in modeling MOBA
games, we propose a data-driven MOBA com-
mentary generation framework, MOBA-E2C,
allowing a model to generate commentaries
based on the game meta-data. Subsequently, to
alleviate the burden of collecting supervised
data, we propose a MOBA-FuseGPT gener-
ator to generate MOBA game commentaries
by fusing the power of a rule-based genera-
tor and a generative GPT generator. Finally,
in the experiments, we take a popular MOBA
game Dota2 as our case and construct a Chinese
Dota2 commentary generation dataset Dota2-
Commentary. Experimental results demon-
strate the superior performance of our approach.
To the best of our knowledge, this work is the
first Dota2 machine commentator and Dota2-
Commentary is the first dataset.

1 Introduction

With the development of the live-streaming service'

and the e-sports industry, increasing game fans
now are addicted to watching online live-streaming
(Yang et al., 2022). In a live-streaming channel,
besides the game video, a professional streamer
makes commentaries to vividly narrate the game’s
progress (Ishigaki et al., 2021); thus, audiences
can enjoy a game more interestingly and easily by
following a game live-streaming, especially when
they do not have enough background knowledge.
*The email of the first author: daweizhang @pku.edu.cn

The corresponding author.
'For example, Twitch, https://www.twitch.tv/

Figure 1: A channel provides both a video and commen-
taries. This screenshot is captured from Twitch.

Nonetheless, not all e-sports game competitions
can be narrated by live-streaming channels because
1) Streamers often only select famous game compe-
titions in their channels to attract more audiences;
2) Unlike traditional sports such as basketball and
football that have a high threshold for hosting and
live-streaming, an e-sports game only requires sev-
eral computers with the Internet, and thus the num-
ber of e-sports game competitions is always larger
than the number of live-streaming channels; 3) The
game rules are complex (OpenAl, 2019) and can be
changed at any time; thus, only a few experienced
people are qualified for this job.

User preferences are diverse, and thus it is not
trivial to provide professional commentaries to ev-
ery game competition. A feasible way is to deploy
machine commentators, which can work whenever
and wherever possible in a low-cost way. However,
building a machine commentator is challenging
(Ponomarenko and Sirotkin, 2020). First, it is un-
realistic for machines to generate comments by
watching videos like human beings because under-
standing a game video requires a great deal of tech-
nology and workforce. Second, making commen-
taries to narrate e-sports games requires tremen-
dous knowledge (domain & peripheral); Third, a
machine commentator must have the ability to cap-
ture the highlight events of a game. Consequently,
we can hardly find such products on the market.
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This paper explores the research field of the
game commentary generation and mainly focuses
on MOBA (Multiplayer Online Battle Arena)
games such as Dota2 and League of Legends. With
the mentioned challenges in mind, we propose a
data-driven MOBA game generation framework
MOBA-E2C along with a MOBA-FuseGPT gener-
ator. Instead of making commentaries based on
the visual feature (i.e., video), the commentaries
are narrated based on the meta-data of a game. In
short, MOBA-E2C first uses several types of event
handlers to capture the highlight events that need
to be narrated from the game’s meta-data. Each
event uses a table of key-value attributes to record
the necessary content, and then the game commen-
tary generation problem can be subsequently re-
garded as a data-to-text generation task. Collecting
and constructing supervised data is thorny. Finally,
to generate high-quality commentaries and reduce
the requirement of supervised data, our data-to-
text generator MOBA-FuseGPT takes advantage
of both the rule-based method and the pre-trained
language modeling (i.e., GPT2).

In experiments, a popular MOBA game Dota?2
(Yu et al., 2018) is adopted as the case. We first de-
signed 34 different event handlers for MOBA-E2C
to capture highlight game events. Subsequently,
we collected and constructed a Chinese Dota2 com-
mentary generation dataset Dota2-Commentary,
which includes 234 recent Dota2 game sessions?
and 7,473 commentaries generated by professional
human annotators. Experimental results have
shown our approach has great improvement in
both the default scenario and the few/zero-shot sce-
nario. To the best of our knowledge, this work is
the first Dota2 machine commentator, and Dota2-
Commentary is the first dataset.

The contribution of this work is four-fold:

* We propose a MOBA game commentary gen-
eration framework MOBA-E2C, which gener-
ates commentaries based on the meta-data.

* The proposed generator MOBA-FuseGPT can
take advantage of both the rule-based method
and the pre-trained language model.

* We construct a MOBA game commentary gen-
eration dataset Dota2-Commentary.

» Extensive experiments and analyses demon-
strated the effectiveness of our approach.

270 supervised, 164 unsupervised

2 MOBA-E2C

Instead of using visual features, we propose a
data-driven framework MOBA-E2C (E2C: Event-
to-Commentary) to generate commentaries from
the meta-data of a game.

2.1 General Paradigm and Overview

Although there are various MOBA games in the
market, such as Dota2, LOL, and Honor of Kings,
they follow a similar paradigm. Generally, two
teams of players compete against each other on a
predefined map, where each player controls a hero
with a set of abilities and items. The objective is
to destroy the opponent’s buildings.

As shown in Figure 2, the work-flow of MOBA-
E2C can be summarized as 1) constructing a live-
streaming sequence of game states by collecting
meta-data from the corresponding MOBA game;
2) using event handlers to capture highlight events
that should be narrated from the live-streaming
sequence. Each captured highlight event is for-
mulated as a table of a set of key-value attributes;
3) employing a table-to-text generator to generate
commentaries based on the identified event tables.

2.2 Live-Streaming States

MOBA-E2C first regards each game session as
a live-streaming sequence of game states S =
(81,82, ,8n). At each time ¢, the corresponding
game state s; = {0;+} records the current game
progress data using the MOBA objects {0; ¢}

Based on the empirical knowledge of game ex-
perts, we have designed several universal MOBA
objects. As shown in Table 1, MOBA-E2C uses
7 different kinds of object to cover objects in a
MOBA game. Specifically, for each game session,
we use a map object to record the meta-information,
such as the time, game state, etc. Next, we use two
team objects to represent two opponents, and each
team object includes n player objects. Each player
object has a hero object, some item objects, and
some ability objects. Finally, each team also in-
cludes some building objects.

For each MOBA object, we use a lot of key-value
pairs to illustrate its attributes, where the key is the
attribute name and the value is the corresponding
attribute value. For example, in a hero object, we
use a health attribute to track the current health, a
level attribute to track the current level.
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Figure 2: The work-flow of the proposed data-driven framework MOBA-E2C.

Objects Description

map the meta information (time, etc.)
team; each game has two opponents.
building;  buildings to be defended/attacked.
player; ; each team; has n players.

hero; ; each player; ; controls a hero; ;
item; j . each hero; ; has its own items
ability; ;1 each hero; ; has its own abilities

Table 1: MOBA Objects.

2.3 Highlight Event Identification

Intuitively, the commentaries are needed if some
highlight events happen at the time ¢. Hence, the
next job is to capture highlight events based on the
current live-streaming states s1... MOBA-E2C uses
several event handlers to capture events that should
be commentated on by monitoring the game state s;
and tracking the change between the current state s;
and the previous states s1.;—1. Specifically, based
on the knowledge of experienced human players
and commentators, we propose four different types
of event handlers to capture highlight events:

1. State-Change: By checking the difference be-
tween the current object o; ¢ and the last 0; ; 1,
we can figure out an event has just happened.
For example, by comparing the health of hero;,
we can find hero; has just died.

2. Counting: It monitors and counts some as-
pects of an object. Once the counting value
reaches a milestone, it generates an event. For
example, once hero; has killed others 10 times,
there will be a corresponding event.

3. Tracking: It continuously tracks some aspects.
Once the current situation meets some rules,
a new event can be identified. For example, if
hero; has died, a tracking handler is created to
track and tell the progress of revival.

4. Summary: It generates an event by analyz-
ing some aspects periodically; for example,
summarizing the net worth of two teams.

Each identified event is subsequently represented
as an event table e = {(k;,v;)}. Each attribute
(ki,v;) is a key-value pair; it describes an attribute
of the event. For example, given a HeroKill event
table ey, = {(Killer, playerl), (Dead, player2)}, it
means playerl has killed player2.

2.4 Decoupled Commentary Generation

The last step is to generate a commentary for each
identified event table. MOBA-E2C decouples the
module of commentary generation because game
rules are frequently updated; thus, MOBA-E2C can
quickly adapt to the newest version game by updat-
ing the non-training upper event handlers. Conse-
quently, this job can be regarded as a data-to-text
task, only referring to the given event table during
the generation. To adapt to different scenarios, this
work proposes three different generators, a rule-
based MOBA-RC, a generative MOBA-GPT, and a
fused MOBA-FuseGPT.

24.1 MOBA-RC

Rule-based methods have been widely used in
building machine text generators because 1) they
are easy to develop and do not require training; 2)
they can generate accurate commentaries with pre-
defined rules; 3) they can quickly adapt to changes
in the upper logic (i.e., the rules of the game).

Considering such advantages, we first design a
rule-based generator MOBA-RC. Specifically, for
each type of event table, we first design multiple
pre-defined different patterns. For example, for
a HeroKill event, we can design patterns as the
following:

« {{Killer}} has just killed {{Dead}}

« {{Dead}} has been killed by {{Killer}}
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Figure 3: The proposed MOBA-FuseGPT fuses the powers of both the rule-based method (MOBA-RC) and the

generative method (MOBA-GPT).

where each {{k;}} represents a placeholder and can
be filled by the corresponding event table key-value
attribute (k;, v;). Subsequently, given an event ta-
ble e, MOBA-RC can generate a commentary by
selecting a pattern and filling the placeholders.

24.2 MOBA-GPT

To break the limitation of fixed patterns, we sub-
sequently propose a generative model to learn to
generate commentaries. Considering the shortage
of supervised event-commentary training data, the
proposed MOBA-GPT makes use of the pre-trained
GPT2 (Radford et al., 2019) as our generative back-
bone model. The pre-trained model can transfer
the knowledge from the large-scale unsupervised
training data to the small-scale downstream ap-
plications, alleviating the data shortage (Li et al.,
2021b).

Similar to other common pre-trained language
models (Zhang et al., 2021), GPT2 can only op-
erate plain text. Hence, in the training, given a
supervised training instance (e,Y’), where ¢ =
{(k;,v;)}! is the input event table and ¥ =
(Y1, , Ym) is the target commentary, we first con-
struct a plain text sequence I as an input:

I = (T, Ty, 0(e1]), - ,0(ell]), To, Y, To) (1)

where T and T are two special symbols to indicate
the start and the end of the sequence, T}, and 7. are
another two special symbols to indicate the start
of the linearized table input and the start of the
commentary; 0(e[i]) linearizes the i-th key-value
attribute (k;,v;) of e to the plain text with two
special symbols Ty and Ty gy

O(efi] = (ki,vi)) = (Tkey, ki Tvaiue, vi)  (2)

Afterward, the training (fine-tuning) objective
can be formulated as minimizing the following neg-

ative log-likelihood:
L= Y —log(Papr(ylyri—1, 14y 1))

t=ty:|]‘
3)
where ty corresponds to the start position of Y.

24.3 MOBA-FuseGPT

Rule-based MOBA-RC generates commentaries
based on the predefined rules; hence, it can ac-
curately generate commentaries, and quickly adapt
to new types of events by adding rules. However,
limited by the fixed patterns, generated commen-
taries lack enough diversity. On the other hand,
generative MOBA-RC is no longer limited by the
fixed patterns, but the training requires a large
amount of supervision data, which is a thorny
challenge in the context of generating game com-
mentaries. Although using pre-trained language
models can alleviate this issue more or less, the
domain/task-specific knowledge is still in shortage.
Consequently, both methods are still not satisfac-
tory enough.

As illustrated in Figure 3, to reduce the impact
of the shortage of supervised data and improve
the performance in the few-shot scenarios, MOBA-
FuseGPT further augments the MOBA-GPT by in-
fusing the power of the rule-based MOBA-RC.

Adaptive Training Although a pre-trained GPT2
model can transform the implicit knowledge
learned from the large-scale unsupervised data to
the game commentary generation, there is still
a gap because the task and the domain are to-
tally different. Consequently, we propose to con-
duct pseudo-supervised adaptive training before
the fine-tuning. Given a set of game sessions,
we first identify the corresponding event tables
and then use the rule-based MOBA-RC to gener-
ate a set of commentaries. Thus, we can obtain
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a set of event-commentary pairs {(e,Y")}. Such
event-commentary pairs can be regarded as pseudo-
supervised training data to adjust the GPT2 before
fine-tuning on the human-annotated {(e,Y")}.

Prototype-Augmented Generation Generating
texts with prototypes has shown great potential in
text generation (Wu et al., 2019). Inspired by them,
we propose a prototype-augmented generation by
regarding the commentary generated by MOBA-RC
as the prototype commentary. Specifically, given
an event table e, we first adopt the MOBA-RC to
generate a commentary Y ; then, we can construct
a new event table:

e’ = e U (Prototype,Y') 4)

where Prototype is a special key to indicate the us-
age of Y. Thus, by using the augmented {(e?,Y)},
the model can be more effective in generating the
target Y by referring to the Y’

3 Experiment

This paper takes Dota2, one of the most popular
MOBA games, as our case. This section describes
the construction of the Dota2 implementation of
MOBA-E2C and the dataset Dota2-Commentary.

3.1 Dota2 Event Handlers

We implement a MOBA-E2C for Dota2. Thus, as
listed in Appendix A, we have designed 34 event
handlers for capturing different Dota2 highlight
events, where 8 of them are regarded as the zero-
shot event types in the dataset partition.

3.2 Dataset

To our best knowledge, there is no open-released
supervised Dota2 commentary generation dataset
or other MOBA commentary generation dataset.
To this end, this paper constructed a MOBA com-
mentary generation dataset, Dota2-Commentary>.

Data Source We collected 234 Dota2 game ses-
sions, where each session is a GSI* file. Then, we
extracted live-game states of each game session
and employed 34 different event handlers to cap-
ture events for all 234 game sessions. Subsequently,
70 sessions of them were used to create supervised
event-commentary data by humans; the remain-
ing 164 sessions were used to construct pseudo-
supervised event-commentary data for the adaptive
training.

3h'ctps://github.com/gamesmind/MOBA—EZC

“This is an official Dota2 format

3.2.1 Supervised Instances

We employed two annotators to generate high-
quality event-commentary data. Two annotators
have 3+ years of gaming experience. The annota-
tion process can be summarized as follows:

1. We designed a tool for the annotation (see Ap-
pendix B). Annotators were required to write
a commentary based on the given event table
and the corresponding game replay video.

2. To ensure the quality of human commentaries,
the tool will automatically check the submit-
ted commentary. If a submission is too similar
to the existing commentaries, this submission
will be rejected and the corresponding volun-
teer is required to make a new commentary.

The whole process lasted about one month, and
we finally obtained 7,473 human commentaries.

Dataset Partition We divided the selected 70
Dota2 game sessions into two parts: Seen con-
tains 60 sessions and Unseen contains 10 sessions.
Similarly, the event types have been decided into
two parts: Default contains events generated by
26 types of event handlers and ZeroShot contains
events generated by the remaining 8 event handlers.

As reported in Table 2, the model is
trained/validated on the Seen+Default data. In
the test, to deeply demonstrate the performance
in different scenarios, there are four different test
sets, namely, Seen+Default, Seen+ZeroShot, Un-
seen+Default, Unseen+ZeroShot.

3.2.2 Pseudo-Supervised Instances

For each session, we employ the rule-based MOBA-
RC to generate commentaries and then construct
pseudo-supervised training instances. MOBA-RC
generates a commentary by randomly selecting a
pattern; thus, to improve the number of pseudo-
supervised instances, we repeat the generation
three times (selected from 1,3,5) for each session.

3.3 Settings
3.3.1 Comparison Models

We first evaluated the following data-to-text mod-
els, which generate commentaries by using the
linearized event tables : 1) S25: Seq2Seq model
(Sutskever et al., 2014) has been widely used in
the field of text-generation. In this implementa-
tion, the encoder is a 2-layer 768d bi-GRU net-
work, the decoder is another 2-layer 768d GRU
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Supervised Pseudo Supervised
ope .. Test ..

Partition All Training | Dev Seen  Seen-ZS Unseen Unseen-ZS Training  Dev
Session 60 Seen + 10 Unseen Seen Seen Seen Seen Unseen Unseen 164
Events |26 Default + 8 ZeroShot | Default | Default | Default Zero  Default Zero Default

Instances 7,473 5,064 500 304 304 1,242 59 175,627, 5,000

Table 2: The statistics of event-commentary instances in DOTA2-Commentary.

network. The tokenization and vocab use the so-
lution of the following BERT. 2) BERT: Based on
S28, it replaces the encoder to a pre-trained Chinese
BERT encoder hfl/chinese-bert-wwm-ext (102M pa-
rameters, 768d, 12L, 8H, 21,128 subwords (Cui
et al., 2021). 3) MOBA-RC: The rule-based Dota2
commentary generator proposed by this paper.
4) MOBA-GPT: The Chinese MOBA GPT2 pre-
trained/trained by us. 5) MOBA-FuseGPT: The
proposed method. Besides, we also evaluated sev-
eral re-writing models. Specifically, given an event
table e, we first employ the rule-based MOBA-RC
to generate a commentary Y’, and then force the
model to learn to generate ground-truth commen-
tary Y, i.e., P(Y|Y"). Similar to the data-to-text
models, the re-writing models include S2S+RW,
BERT+RW, and GPT2+BW.

Implementation Codes were implemented by
PyTorch, and the hugging-face transformer’. In
the (fine-tuning) training, the batch size is set to
32, GPT2 and BERT use AdamW optimizer and
le-5 learning rate, and other modules use Adam
optimizer and le-4 learning rate. In the infer-
ence stage, we adopt greedy decoding to gener-
ate commentaries. Such codes run on a NVIDIA-
RTX2080Ti/3090.

The Pre-training of GPT2 We find the resources
of general-purpose small-size Chinese GPT2 mod-
els are rare. Thus, we pre-trained a Chinese GPT2
with two NVIDIA-RTX3090 by ourselves. In de-
tail, the GPT?2 configuration is 768d,12L, and 12H.
The vocabulary includes 30K subwords and 200
special symbols, and the maximum length is 1,024.
We trained this GPT2 on a Chinese corpus, which
includes 113M utterances/5.22B tokens. The batch
size is 512, the optimizer is AdamW, the learning
rate is 1.5e-4, 4000 warm-up steps, and 640,000
training steps.

Adaptive Training MOBA-FuseGPT has an ad-
ditional adaptive learning process. We find if we
keep using 32 batch size and le-5 learning rate, the

5https ://huggingface.co/

model tends to be over-fitted. Thus, compared to
the fine-tuning, the batch size is increased to 1,024,
and the learning rate is also increased to le-4.

3.3.2 Maetrics

The evaluations were conducted at the character
level because models use different tokenization
solutions. We used the FI (Unigram-F1), RG
(Rouge-L)(Lin, 2004), BLEU (BLEU-4) (Papineni
et al., 2002) to evaluate the character-overlapping
relevance; we also use the embedding-based EM-
A (Embedding-Average) and EM-X (Embedding-
Extreme) to the semantic relevance (Liu et al.,
2016). To evaluate the diversity and the informa-
tiveness, following (Zhang et al., 2020), we report
the D2 (Distinct-2) and the 4-gram entropy Ent.

4 Results

4.1 Evaluation of rules and event handlers

Neutral
23.5%

Unacceptable
4.0%

Acceptable
72.5%

Proportion

Table 3: The evaluation of rules and event handlers.

The rule-based MOBA-RC plays an important
role in the MOBA-E2C. It is necessary to check the
correctness of the pre-defined rules and patterns.
Therefore, we employed two volunteers to validate
the effectiveness of pre-defined rules and patterns.
We used MOBA-RC to generate commentaries for
6 different Dota2 game sessions; then, we sam-
pled 100 cases from the generated commentaries
and employed humans to annotate. As reported
in Table 3, commentaries generated by MOBA-RC
are highly usable, only 4% are unacceptable. This
demonstrates rules and patterns are well-defined,
which can conduct the job accurately.

4.2 Automatic Results

We have reported results in Table 4. By com-
paring the geomean scores of models, we can
see that MOBA-FuseGPT has achieved the best
overall performance in every group, demonstrat-
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Test Set Test Seen Test Seen-ZS

Model F1 RG BLEU EM-A EM-X D2 Ent{Mean Ratio|| FI RG BLEU EM-A EM-X D2 Ent|{Mean Ratio
S28 337268 132 072 071 64 55|578 0.741|22517.6 6.2 0.67 0.63 2.0 39| 361 0.50
BERT 475405 224 0.80 0.77 279 7.4]9.18 1.17 ||35.629.1 11.7 0.76 0.75 13.7 6.5| 6.71 0.92
MOBA-GPT 48.843.1 258 0.80 0.79 272 7.3|947 1.21 1435375 20.6 0.78 0.77 12.0 6.5| 7.68 1.06
MOBA-RC 347286 149 0.73 0.72 30.3 7.6| 7.82 1.00||36.128.5 18.5 0.75 0.72 14.57.1| 7.26 1.00
S2S-RW 37.530.7 147 074 0.72 11.56.1| 6.75 0.861|25.621.3 85 0.69 0.69 50 49| 474 0.86
BERT-RW 423343 179 0.77 0.75 22.07.5|8.19 1.051{28.022.6 83 072 0.70 12.6 6.9| 5.83 1.05
GPT2-RW 447 387 22.0 0.78 0.77 31.27.5|9.15 1.17||38531.9 180 0.76 0.75 17.0 7.2| 7.66 1.06
MOBA-FuseGPT|[50.3 44.5 26.3 0.81 0.79 30.3 7.5| 9.78 1.25 ||44.2 36.8 21.5 0.78 0.77 12.8 6.8| 7.85 1.08

Test Set Test Unseen Test Unseen-ZS

Model F1I RG BLEU EM-A EM-X D2 Ent|{Mean Ratio|| F1 RG BLEU EM-A EM-X D2 Ent|Mean Ratio

S2S 336262 124 071 0.70 1.8 5.5|4.73 0.67123.3181 7.1 0.67 0.63 83 3.9| 456 0.52

BERT 46.840.5 239 0.79 0.77 102 7.7| 8.03 1.14 ||36.6 28.8 13.7 0.76 0.76 39.8 59| 7.92 0091
MOBA-GPT 48.1432 273 0.80 0.79 10.57.6| 8.37 1.19|[45.640.0 232 0.80 0.78 33.0 5.8| 9.07 1.04
MOBA-RC 34829.7 155 0.73 0.72 12.58.1| 7.03 1.00|[38.230.8 21.6 0.77 0.74 42.1 6.3| 8.72 1.00
S2S-RW 38.632.0 158 0.74 0.72 45 63| 6.04 0.86(]27.823.4 102 0.70 0.69 18.54.9| 6.03 0.69
BERT-RW 40.0324 159 076 0.74 8.3 7.8/ 691 098 (|28.523.7 85 072 0.69 347 63| 6.72 0.77
GPT2-RW 44.538.8 234 078 0.76 13.8 8.0| 8.27 1.18 ||37.631.6 17.9 0.76 0.75 40.5 6.3| 8.46 0.97
MOBA-FuseGPT|50.0 44.7 28.7 0.81 0.79 11.8 7.7| 8.69 1.24 ||47.540.1 24.1 0.80 0.78 35.2 6.2| 9.34 1.07

Table 4: Automatic evaluation results. Besides the introduced metrics, Mean reports the geomean of all metrics.
Four test sets have different data distributions, to make the comparison more simple, Ratio reports the ratio of a
model’s geomean score relative to the MOBA-RC’s geomean score in each group.

ing the effectiveness of our approach. In data-to- Geomean Performance on UnSeen

text models, the naive S2S learns to generate com- .
mentaries from scratch, and thus it has the weak- .,
est performance in every group. After introduc- .,

ing the pre-trained language model, the advanced ..
BERT/MOBA-GPT has significantly better perfor- .
mance. Moving to the rule-based MOBA-RC, we  ,,
can find the results are quite interesting. The per- .
formance in the zero-shot test sets (Seen/Unseen-
2S) is more powerful than in the normal test sets
(Seen/Unseen). For example, MOBA-RC is worse
than BERT in normal test sets, but is significantly
better than BERT in zero-shot test sets. It indicates
the necessity of using rule-based methods in real
scenarios because of the adaption ability to the new

Full Data 1/2 Data 1/4 Data 1/8 Data

MOBA-FuseGPT w/o. Prototype w/o. Adaptive w/o. Both (MOBA-GPT)

Figure 4: The geomean score in few-shot scenarios. The
detail can be find in Appendix C

requirements. Based on the MOBA-RC, we also
evaluated several re-writing models. We can find
such re-writing models work well only if the data
distribution is similar in both the training stage and
the test stage. The proposed MOBA-FuseGPT com-
bines the advantages of all previous methods, and
thus undoubtedly has the best overall performance.

The performance of the rule-based MOBA-RC
will not be affected by the test set, and we can
regard it as a constant baseline. Intuitively, if the
performance relative to MOBA-RC is greater than
1.0 (i.e. Ratio), we can say this model is better
than the MOBA-RC. In four test groups, only our
MOBA-GPT and MOBA-FuseGPT can satisfy this.

4.3 Ablation Study in Few-Shot Scenarios

Generative methods have great potential in devel-
oping machine commentators, but they also require
supervised training data. To reduce the burden
of collecting supervised data, besides using the
pre-trained language model, MOBA-FuseGPT in-
fuses the power of the rule-based method with the
Prototype-Augmented Generation and the Adaptive
Learning. To evaluate them, we tested ablated mod-
els in few-shot scenarios. As shown in Figure 7,
both two techniques are effective. Even only using
% training data (about 533 instances), the geomean
score of MOBA-FuseGPT still outperforms/on pair
with the baselines trained on full data (see Table 4).
It means our approach can be quickly migrated to
other MOBA games.
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FHFEAT Event Type: THEIRE AL Hero Alive; K& State: 215 Resurrection

Event 1 B Player: 7 3% XiaoSe JElf Hero: %5 {&{H Faceless Void
MOBA-RC BRI AETE | - Faceless Void has resurrected.
MOBA-GPT SREEENET, MR AN B ZS B - XiaoSe has resurrected. Come on, cutting down trees, Faceless Void.

MOBA-FuseGPT |2 REEIGE T, BEAFE—IK? Faceless Void has resurrected, can he guard the team?

Human BRI 242815 T - Faceless Void has already resurrected.
EFRTT Event Type: TEFULIN ok 25 (TJBL) Team Kill List (Dire);
Event 2 WA IR IFELE The number of buildings destroyed by Dire: 1
BRI ECE The number of Dire’s destroyed buildings: 3
MOBA-RC FIECEEIEE R BL3EEIN T - Radiant has destroyed Dire’s three buildings.
MOBA-GPT REC A HIERF3EEE T - Dire’s three buildings has been destroyed.

MOBA-FuseGPT | KIF D& T X B 38 TT - Radiant has destroyed Dire’s three buildings.

Human

WECEFRSF T3NER, EEUNET T RIEMT ISR, W Z AR K o Dire has lost

three buildings, but only destroyed one Radiant’s building; the gap between the two teams continues to widen.

Table 5: Case Study. The first case is sampled from Unseen, and the second case is sampled from Unseen-ZS. It is
worth noting that Dota2 has two teams (competitors), namely, Dire and Radiant.

4.4 Case Study

Two cases are shown in Table 5. In the first case,
the commentary generated by MOBA-RC is cor-
rect but not attractive. MOBA-MOBA tried to make
the commentary more attractive, but it generated
some wired words. Undoubtedly, the commentary
generated by MOBA-FuseGPT is not only correct
but also more attractive than the human-generated
commentary. The second case is sampled from the
zero-shot Unseen-ZS. The situation of MOBA-RC
is similar to the last case because it only requires
pre-defined rules. Both two generative MOBA-GPT
and MOBA-FuseGPT outputted acceptable com-
mentaries, demonstrating the applicability in the
zero-shot scenario. However, both are not as infor-
mative as human-generated commentary.

5 Related Work

The development of e-sports has greatly enriched
people’s amateur life and brought great commercial
value. Subsequently, many Al-based tools/models
have been developed for e-sports to meet the in-
creasingly growing demands. The most popu-
lar applications include: 1) predicting the out-
come/death (Yu et al., 2018; Akhmedov and Phan,
2021; Wang et al., 2018; Qi et al., 2018; Katona
et al., 2019); 2) identifying the player/role (Yuen
et al., 2020; Demediuk et al., 2019); 3) recom-
mending items/heroes/characters (Looi et al., 2019;
Porokhnenko et al., 2019; Aznin et al., 2019);
4) Al Players (OpenAl, 2019); and many others
(Ponomarenko and Sirotkin, 2020; Marchenko and
Suschevskiy, 2018; Block et al., 2018). Compared
to such works, we study the machine commentary
generation, which not only involves the knowledge
of e-sports but also the NLP techniques.

Text generation is an important task in both the
academic and industry (Li et al., 2021b). Gener-
ally, it learns to generate texts based on the given
data (Li et al., 2021a), such as generating biology
based on infobox (Bai et al., 2020), generating de-
scriptions (Li et al., 2020), and many others. Only
recently, there is a work to generate commentaries
for traditional sports games (Ishigaki et al., 2021).
However, no previous work has tried to generate
MOBA commentary because e-sports games are
pretty complex, and it is not easy to collect su-
pervised training data. Compared to such works,
this work focuses on a more specific task, namely,
generating game commentaries.

6 Conclusion

This paper proposes constructing machine game
commentators that can work at any time and place.
This paper focuses on the MOBA games and pro-
poses a novel data-driven commentary generation
framework MOBA-E2C. Instead of using visual
features, MOBA-E2C generates commentaries by
using the meta-data of a game. MOBA-E2C re-
gards each game session as a live-streaming se-
quence of game states, and then employs several
event handlers to capture events. Subsequently,
we use MOBA-FuseGPT to generate commentaries
based on the identified events. It infuses the ad-
vantages of rule-based methods and the generative
pre-trained language model. In the experiments, we
take Dota2 as the case study and construct a dataset
Dota2-Commentary. Extensive experiments have
demonstrated the effectiveness of our approach.

Limitation and Future Work This work focuses
on exploring the research field of MOBA game ma-
chine generators and setting the baseline; thus, we
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propose a data-driven framework MOBA-E2C, a
generator MOBA-FuseGPT, and a dataset Dota2-
Commentary. However, it can be easily found that
this work did not try to use a new network archi-
tecture. In the future, based on the foundation of
this work, we will continue to investigate the poten-
tial of MOBA game machine generator and brings
more brilliant models.

Ethical Considerations

This work constructed a new dataset by employing
two human annotators. Such two annotators are
employees in a commercial company (GamesMind
Technology), and thus they have paid with the cor-
responding salaries. The salary level is higher than
the local minimum wage.

From the perspective of the technique, we have
filtered out irrational rules and data; thus, the com-
mentaries generated by our approach have no ethi-
cal issues. Meanwhile, compared to human com-
mentators (streamers), our machine commentator
can better avoid the ethical issue.
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A Event Handlers

This work selects Dota2 as the case to evaluate
the proposed MOBA-E2C. Thus, the first job is to
design a set of event handlers to capture highlight
event tables for Dota2.

As listed in Table 6, we have designed 34 event
handlers for capturing different highlight events
for Dota2, where 8 of them are regarded as the
zero-shot event types in the dataset partition.

B Annotation Tool

As shown in Figure 5, we have designed a visual
tool for the annotation.

It is worth noting that volunteers are required to
generate a commentary based on the given event
table and the corresponding game replay video at
the same time.

To ensure the quality of human commentaries,
the tool will automatically check the submitted
commentary. If a submission is too similar to the

existing commentaries, this submission will be re-
jected and the corresponding volunteer is required
to make a new commentary.

C Ablation Study

Although generative methods have more poten-
tial in developing machine commentary generation,
they also require supervised training data. Hence,
MOBA-FuseGPT infuses the power of rule-based
method with the Prototype-Augmented Generation
and the Adaptive Learning. We test ablated mod-
els in few-shot scenarios. As illustrated in Table 7,
both two techniques are effective. Meanwhile, even
only using é training data (about 533 instances),
the geomean score of MOBA-FuseGPT still out-
performs/on pair with baselines. It means our ap-
proach can be quickly migrated to other MOBA
games.
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ID ZS Event Type Handler Type Description

1 N Time Now State-Change Report the current game time.

2 N Winner State-Change Report the winner of the game.

3 N Daytime Change State-Change Report the change of game daytime (i.e., day or night).

4 Y Game Pause State-Change Notify when the game is paused or resumed.

5 N BanPick State-Change Report the banned/picked hero.

6 N Hero Alive State-Change Notify when a hero has died or resurrected.

7 N Hero Level Up State-Change Notify when a hero has upgraded.

8 N Hero Talent State-Change Notify when a hero has selected a talent.

9 N Item Business State-Change Notify when an item has been sold/bought by a hero/player.
10 N Item Usage State-Change Notify when an item has been used by a hero/player.

11 N Ability Usage State-Change Notify when an ability has been used by a hero/player.

12 N Ability Level Up State-Change Notify when a hero’s ability has upgraded.

13 N Last Hits Counting Count the number of last hits.

14 Y Denies Counting Count the number of denies.

15 Y Kills Counting Count the number of kills.

16 N Deaths Counting Count the number of deaths.

17 Y Assists Counting Count the number of assists.

18 Y Kill Streaks Counting Count the number of kill streaks.

19 Y Campus Stacked Counting Count the number of campus stacked.

20 N Roshan Generation Counting Track the generation of Roshan.

21 N Building Health Tracking Track the health of a building.

22 N Roshan State Tracking Track the state of Roshan.

23 N Player’s Money Tracking Track the money of a player and when reaching the milestone.
24 Y Player’s Net Worth Tracking Track the net worth of a player.

25 N Hero’s Health Tracking Track the health of a hero.

26 N Hero’s Resurrection Tracking Track the progress of a hero’s resurrection.

27 N Activated Runes Tracking Track the number of activated runes.

28 N Kill List Summary Summarize the kill list by a hero/hero.

29 N Destroyed Buildings Summary Summarize the destroyed buildings for Dire/Radiant.

30 N Team Destroyed Buildings ~— Summary Compare the destroyed buildings between Dire and Radiant.
31 N Team Net Worth Summary Compare the the total net worth between Dire and Radiant.
32 N Team Kill List (Radiant) Summary Compare the killed heroes between Dire and Radiant (team A=Radiant).
33 Y Team Kill List (Dire) Summary Compare the killed heroes between Dire and Radiant (team A=Dire).
34 N Smoked Heroes Summary Summarize the heroes that just smoked.

Table 6: List of Dota2 Event Handlers. ZS denotes the zero-shot, and Y/N means Yes/No.
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Figure 5: The adopted visual annotation tool.

Full Training Data 1/2 Training Data
Model Mean| FI RG BLEU EM-A EM-X D2 Ent|{Mean| FI RG BLEU EM-A EM-X D2 Ent
MOBA-FuseGPT 8.69 [50.03 44.73 28.65 0.81 0.79 11.76 7.72|| 8.57 |49.29 43.97 27.73 0.81 0.79 11.48 7.71
w/o. Prototype 8.52 150.25 44.39 29.06 0.81 0.79 10.38 7.56|| 8.44 |48.84 43.40 27.44 0.80 0.79 10.84 7.69
w/o. Adaptive 8.72 149.41 44.54 27.15 0.81 0.79 12.84 7.89|| 8.42 |47.37 42.84 25.66 0.80 0.79 11.857.72
w/o. Both (MOBA-GPT)| 8.37 (48.05 43.16 27.32 0.80 0.79 10.50 7.64|| 8.38 |47.95 42.82 26.88 0.80 0.79 10.82 7.64
1/4 Training Data 1/8 Training Data
Model Mean| F1 RG BLEU EM-A EM-X D2 Ent|{Mean| FI RG BLEU EM-A EM-X D2 Ent
MOBA-FuseGPT 8.51 [48.40 43.42 2696 0.81 0.79 11.65 7.68|| 8.29 |45.90 40.75 24.73 0.80 0.78 11.92 7.89
w/o. Prototype 8.35 |148.42 43.40 27.12 0.81 0.79 10.24 7.57|| 8.05 |45.35 40.07 23.83 0.80 0.77 10.62 7.72
w/o. Adaptive 8.24 145.26 41.04 2396 0.80 0.78 12.08 7.70|| 8.10 |43.02 38.17 21.63 0.78 0.76 13.61 7.92
w/o. Both (MOBA-GPT)| 8.16 [46.80 41.55 26.10 0.80 0.78 10.02 7.59|| 7.68 |41.39 36.96 20.82 0.78 0.76 10.95 7.66

Table 7: Experiments on Test Unseen
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