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Abstract

In parsing phrase structures, supertagging
achieves a symbiosis between the inter-
pretability of formal grammars and the accu-
racy and speed of more recent neural models.
The approach was only recently transferred
to parsing discontinuous constituency struc-
tures with linear context-free rewriting sys-
tems (LCFRS). We reformulate and parame-
terize the previously fixed extraction process
for LCFRS supertags with the aim to improve
the overall parsing quality. These parameters
are set in the context of several steps in the
extraction process and are used to control the
granularity of extracted grammar rules as well
as the association of lexical symbols with each
supertag. We evaluate the influence of the pa-
rameters on the sets of extracted supertags and
the parsing quality using three treebanks in the
English and German language, and we com-
pare the best-performing configurations to re-
cent state-of-the-art parsers in the area. Our re-
sults show that some of our configurations and
the slightly modified parsing process improve
the quality and speed of parsing with our su-
pertags over the previous approach. Moreover,
we achieve parsing scores that either surpass
or are among the state-of-the-art in discontin-
uous constituent parsing.

1 Introduction

Discontinuous constituency parsing deals with
the task to find hierarchies of — possibly non-
contiguous — phrases (constituents) in a given sen-
tence and assigns a label (constituent symbol) to
each phrase. Traditional approaches use gram-
mar formalisms such as linear context-free rewrit-
ing systems (LCFRS) to model these hierarchies
(Maier and Sg¢gaard, 2008; Kallmeyer and Maier,
2013; van Cranenburgh et al., 2016; Gebhardt,
2020). Statistical parsing with these grammars is
remarkably slow and inaccurate by today’s stan-
dards. But they still find some attraction as both,

the grammars and parsing with them, are eas-
ily interpretable. More recent parsers use neu-
ral classifiers and either leverage the parsing pro-
cess into a linear task (Coavoux, 2021; Fernandez-
Gonzilez and Gémez-Rodriguez, 2021b,a, 2022)
or score constituent labels for selected phrases
(Corro, 2020; Stanojevi¢ and Steedman, 2020).
Although, in the latter approaches, the occurring
discontinuities are restricted to a small degree.

In supertagging-based parsing (Bangalore and
Joshi, 1999), a grammar is accompanied by a clas-
sifier that selects and scores a small sample of
rules. After that, these rules and their scores are in-
terpreted as a weighted grammar and used for sta-
tistical parsing in the usual manner. This remain-
ing statistical parsing process is significantly faster
than the traditional approach, as the grammar is
much smaller. The approach was investigated in
combination with tree adjoining grammars (TAG;
Kasai et al., 2017; Bladier et al., 2018) and com-
binatory categorial grammars (CCG; Clark, 2002;
Kadari et al., 2018), often in the context of depen-
dency parsing. Since the introduction of recurrent
neural networks (RNN) as classifiers, the accu-
racy of the supertag prediction has improved by far
(Vaswani et al., 2016; Kasai et al., 2017; Bladier
et al., 2018; Kadari et al., 2018). A recent publica-
tion (Ruprecht and Morbitz, 2021) showed that su-
pertagging improves the quality and speed of pars-
ing constituency structures with LCFRS, bringing
it close to recent discontinuous parsing methods.
However, their extraction process for supertags is
rather convoluted and uses hard-wired strategies
for, e.g., the lexicalization and binarization. In
this work, we investigate if the quality of predic-
tions and parsing with LCFRS supertags can be
improved by introducing parameters that replace
these hard-wired configurations in the extraction.

Section 3 presents a formulation of supertags
and an extraction algorithm that is — in our eyes
— easier to grasp than the previous definition, be-
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Figure 1: Discontinuous constituent tree for the phrase
where the survey was carried out. The tree is illus-
trated with crossing branches, so that the leaves appear
ordered. For each constituent, the path to its lexical
head is double-struck.

cause it avoids cumbersome transformations of
LCFRS derivations. Both tackle the following
limitations of the existing approach: (i) Before the
extraction of grammar rules, the constituent trees
were binarized using specific fixed parameters.
We will investigate the impact of varying those pa-
rameters to the processes for extraction and pars-
ing. (ii) Constructing lexical LCFRS rules picked
a sentence position for each inner node of the con-
stituent tree according to a fixed strategy. We will
investigate multiple such strategies, which we will
call guide constructors. (iii) LCFRS rules were
constructed with constituent symbols as nontermi-
nals, which were then supplemented with anno-
tations during the lexicalization process. The au-
thors noted that the sets of extracted supertags are
rather large compared to other approaches, and we
deem that the granularity of nonterminals plays a
significant role in this issue. We decouple the non-
terminals from the other extraction processes and
introduce multiple strategies to define them, called
nonterminal constructors. Section 4 describes ex-
periments with the discontinuous English Penn
Treebank (DPTB, Marcus et al., 1994; Evang and
Kallmeyer, 2011), and the two German treebanks
NeGra (Skut et al., 1998) and Tiger (Brants et al.,
2004). It explains how we found viable config-
urations for the introduced parameters and gives
results for parsing with them. The implementation
is available as free software. !

2 Notation

A discontinuous constituent tree is a tuple
(&, pos,w) as follows: w is a sequence of termi-

"https://github.com/truprecht/
lcfrs—supertagger

S — [xl the Y1 iUz}(V, N)
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Figure 2: A binary lexical LCFRS derivation for the
string where the study was carried out.

nal symbols (phrase), pos is a sequence of part-
of-speech (pos) symbols with the same length as
w, and the constituent structure £ is a tree; its in-
ner nodes are constituent symbols and its leaves
are positions 0, . . ., |w| — 1 such that each occurs
exactly once in £. Figure 1 shows an example.

‘We use the usual notation for (Gorn- )positions2
in the constituent structure, i.e. each position de-
termines exactly one node in €. The set of all inner
node positions in ¢ is denoted by npos(§). The
subtree of ¢ at position p is denoted by £|,. The
yield yd(§) is the set of leaves in £. The fanout of
(a set of leaves) L is the smallest number of con-
tiguous subsets of L. For instance, in Fig. 1, the
yield of the subtree governed by the upper node
labeled by VP is the set {0, 3,4, 5}, its fanout is 2.
£(p) denotes the constituent symbol at position p.

We sometimes consider lexical heads for the
constituent structure. For each inner node, the lex-
ical head is the critical sentence position that deter-
mines its symbol; and we call each of the node’s
children that does not contain the lexical head a
modifier. In Fig. 1, for each inner node in &, the
path to its lexical head is double struck. E.g. for
the inner node with symbol S, the lexical head is
the position 3. The subtree starting at the NP node
is its only modifier.

We briefly cover the notation for binary lex-
ical LCFRS (in the following just LCFRS).
Each rule is either of the form A — [w]
(nullary), A — [u1,...,u|(B1) (unary) or A —
[u,...,ux](B1, B2) (binary). A is the left-hand
side (lhs) nonterminal, By, By are right-hand side
(rhs) nonterminals, and w is the rule’s lexical
symbol (or terminal). The non-empty strings
uy, ..., u, consist of exactly one lexical symbol
and variables z1,...,x, (and y1,..., Y in bi-
nary rules). They denote a function composing k

%Each position is a sequence of integers, where, starting
with the root in the tree and from left to right in the sequence,
each n in the sequence recursively addresses the n-th child
of the current node. We expect that the children of each node
are ordered according to their leftmost leaf. E.g. € is the root
node’s, and 1.2 the NP node’s position in Fig. 1.
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Figure 3: (Top) Visualization of the extraction (left to right) and parsing (right to left) process. (Bottom) Examples
for the steps shown in the top. The results after steps (i) and (ii) are shown in tandem: gray boxes next to the inner
nodes show the leaves assigned by the guide. Dashed gray boxes show parameters involved in the extraction.

strings from the lexical symbol and n (respectively
n + m in the binary case) argument strings.

An LCFRS derivation is a tree where each
node is a rule such that its number of succes-
sors matches the rule’s arity and its rhs nontermi-
nals match the successors’ lhs nonterminals; Fig. 2
shows an example. The strings produced by a
derivation are obtained recursively for each node
from bottom to the top as follows:

* If the node is a nullary rule A — [w] and has
no successors, then the produced string is w.

e If the node is either a unary or binary rule of
the form A — [uy,...,uz](B) with | B| succes-
sors, then it produces k strings which are obtained
from uy, ..., u by replacing each variable x; with
the -th string produced by the first and y; with the
j-th string produced by the second successor.

3 Contributions

This section presents all concepts involved with
the processes for the extraction from (discontin-
uous) constituency treebanks and parsing with
LCFRS supertags. We will start in Section 3.1
with a short motivation for our notation for su-
pertags, which deviates from the previous formu-
lation. Section 3.2 describes our process for the
extraction of supertags and highlights parts that re-
quire sets of parameters. These parameters are de-
scribed in detail in the following Section 3.3. Sec-
tion 3.4 concludes with an overview for the pars-
ing process. All the described steps and concepts
are illustrated along the arrows in Fig. 3, their la-
beling conforms with the numbering in the para-

graph headings of Sections 3.2 and 3.4.

3.1 Supertags

Ruprecht and Morbitz (2021) introduced LCFRS
supertags as rules with certain annotations that do
not fit into the usual framework but are necessary
to convert derivations into constituent trees. More-
over, their notation is closely tied to the extraction
and parsing pipeline, which, as explained in Sec-
tion 1, assumes some fixed choices that we estab-
lish as hyperparameters. To tackle these limita-
tions, we introduce the following notation for su-
pertags: a supertag is a tuple (r,t, ¢, p) where
e ris an LCFRS rule, its terminal is a wildcard,
* t is None or an index in {1, 2} tracking the
transformations for the extraction of lexical rules,’
* cis either None or a constituent symbol*, and
* pis apos symbol.’

3.2 Extraction Process

The process described in this section is used to ex-
tract a sequence of supertags, one for each word in
a sentence, from a given constituent tree. We dis-
tinguish four steps (i—iv) which are executed con-
secutively. The parameters for steps (i—iii) are de-
scribed in detail in the next section.

3t targets the limitation ii in Section 1 and allows us to
remove the annotation swap that was introduced by Ruprecht
and Morbitz (2021) in step 5 of their lexicalization procedure.
This annotation does not fit into the LCFRS framework, but
is considered an integral part of the extracted supertag.

*The symbol ¢ targets the limitation iii. It decouples the
induction of nonterminals from constituent symbols.

>Pos symbols are usually handled separately from the
constituent structure in most recent parsing approaches, in-
cluding the existing LCFRS supertag parser.
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Figure 4: Constituent structure and pos symbols after
binarization (v = 1, h = 0; ho and Ir binarization co-
incide) of Fig. 1. The symbol “VP|<" was introduced
during binarization; former unary nodes were joined by
“+”. Gray integers next to inner nodes show the leafs
assigned by a guide for the constituent structure.

(i) Binarization. We construct a binary con-
stituent tree with the usual strategies in constituent
parsing (Kallmeyer and Maier, 2013): Each unary
node is merged with its child (or pos symbol, if the
child is a leaf), and nodes with arity n > 2 are split
into n — 1 binary nodes according to the parame-
ters described in Section 3.3. After this step, the
constituent tree for a sentence w is equipped with
|w| — 1 inner nodes. Figure 4 shows a binary tree
resulting from binarization of the tree in Fig. 1.

(ii) Guide. In this step, we define a guide for the
binary constituent structure £, i.e. a mapping G be-
tween inner node positions and leaves in the con-
stituent structure. In the following step, a lexical
LCFRS rule will be constructed for the constituent
at each inner node and the assigned leaf. Intu-
itively, the guide determines which sentence po-
sition is “responsible” for the constituent at each
position. Formally, a guide for £ is an injec-
tive function G: npos(§) — yd(§) such that, for
each p € npos(§), the assigned leaf G(p) is in
yd(¢|,). Figure 4 shows a guide for our example
constituent structure, assigning a leaf (illustrated
in gray circles) to each inner node. As G is injec-
tive and there is one less inner node than leaves in
&, there is exactly one leaf that is not in the im-
age of G. We will investigate multiple strategies,
called guide constructors, to define guides for a
given constituent tree as discussed in Section 3.3.

(iii) Lexical rule induction. In this step, we will
construct a lexical LCFRS rule 7" and the compo-
nents ¢, t and p of the supertag for each leaf in the
constituent structure. The nonterminals in the rule
are determined by a chosen hyperparameter NT,
called the nonterminal constructor, in terms of the
constituent symbol and the guide G as described in

Section 3.3. We give examples for (the root posi-
tion in) the tree in Fig. 4, the guide values shown
in pentagons (shortest guide constructor) and con-
stituent symbols as nonterminals (classic nonter-
minal constructor).

We start with the leaf i’ that is not in the image
of G and define a new nonterminal L-A using the
fixed string “L-" and the nonterminal A produced
by NT for the parent of #. In that case ¢ = t =
None, p = pos(i'), and ' = L-A — [i']. In
Fig. 4, the leaf 7' = 2 is not in the image of G, it
yields 7/ = L-NP — [2], and p = NN).

After that, we define the following for each po-
sition p € npos(§) (from bottom up) and its as-
signed leaf i = G(p):

 The LCFRS rule ' is assembled in the usual
manner from 7 as lexical symbol and variables
for the spans formed by the leaves in each suc-
cessor except those leaves that are assigned by G
to p’s ancestors. NT produces the lhs nontermi-
nal for p, the rhs nonterminals are the lhs non-
terminals constructed for p’s children. In our ex-
ample, r is assembled from the lexical symbol 3,
the left successor’s leaves are {0, ,4,5 .} and

—(z1)” ——(z2)
the right one’s are {E(yl)}; hence r = S —
[le U1 3 1‘2] (VPQ, NP).

* tis None if the leaf G(p) is a direct child of p,
otherwise it is the index among the children where
G(p) is located. In our example, 3 is not a child of
the root, it is in its first successor; therefore t = 1.

o cis &(p) if it was not introduced during bi-
narization (i.e. the symbol £(p) does not contain
some markers | <. .>), otherwise it is None. In
our example, c = SBAR+S.

* p is the pos symbol at G(p) in pos. In our
example p = VBD.

(iv) Supertag extraction. The tuples con-
structed in the previous step closely resemble su-
pertags as described in the previous subsection.
We pull them from the constructed tree and order
them according to the sentence position included
in the lexical rule. Lastly, the sentence position in
each rule is replaced by a wildcard symbol *“_”.

3.3 Extraction parameters

Apart from the constituent treebank, our extraction
algorithm expects parameters for binarization, a
guide constructor and a nonterminal constructor.
The vanilla parameters coincide with the existing
algorithm.
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Figure 5: Guides defined by the constructors introduced in Section 3.3. Gray integers show the leaf assigned to
each inner node for the binary constituent structure. Encircled leaves are not in the image of the guide. The guide

defined by the shortest constructor is shown in Fig. 4.

Binarization parameters. During binarization,
we distinguish factorization (the direction in
which new nodes are introduced) from left to right
(Ir bin) or head-outward (ho bin, mixes left and
right-branching nodes such that the node’s lexical
head is among at the last one).® Both strategies
are extended by markovization. The width of the
horizontal markovization window is denoted by £,
the vertical one by v.

Guide constructors. We define guides for given
constituent structures using the following strate-
gies. Figures 4 and 5 show the leaf assigned to
each inner node for each guide constructor in an
example constituent structure.

* vanilla: The guide maps each node position
either to the leftmost leaf that is a direct succes-
sor, or (if not available) to the leftmost leaf in the
yield of its right successor. The assignment is de-
termined for each node from top to bottom.

* strict: The guide maps each node position to
the leftmost leaf in the yield of its right successor.

* modifier: The guide maps each position to
its modifier’s lexical head. This guide requires
that the constituents structures are binarized head-
outward, which guarantees that each inner node
has exactly one modifier.

¢ least: The guide aims to map many positions
to leafs that are direct children. The guide is de-
termined for each position from bottom to the top
and selects the nearest (and leftmost, if ambigu-
ous) leaf for each position.

* shortest: The guide aims to map many posi-
tions to leaves that are as near as possible. The

SAll three treebanks that we used are biased towards
right-branching structures. In this setting, parsing with
right-branching grammars has been shown to be more ef-
ficient and equally accurate than with left-branching gram-
mars. (Bodenstab, 2012) Here, we focus on comparing right-
branching to the linguistically motivated head-outward bina-
rization scheme, and drop an investigation for left-branching
binarization.

guide is determined for each position from top to
bottom and, similar to the least guide, selects the
nearest (and leftmost, if ambiguous) leaf for each
position. When searching for the nearest leaf, we
exclude a subtree if a leaf in it was selected previ-
ously.

Nonterminal constructors. A nonterminal con-
structor computes a lhs nonterminal for the gram-
mar rule included in each supertag. Each of the
following constructors computes a nonterminal for
the position p in £ from the constituent symbol
£(p), the set of leaves yd(£|,) below p and the
set of leaves L assigned by G to the ancestors of
p. We omit the fanout subscripts if they are 1. We
give examples using the shortest guide, as shown
in Fig. 4, for the root position ¢ where £(g) =
SBAR+S, yd(¢|.) = {0,...,5} and L = () and
the position 1.1 of the bottom VP node where
5(11) = VP, yd(f‘l.l) = {074a5}’ L = {0’3}
and fO(yd(fh.l) \L) =1.

* vanilla: The nonterminal consists of the sym-
bol £(p), the fanout fo(yd(&|,)) as subscript, and
if L contains any leaf in yd(¢|,), then the differ-
ence in fanout fo(yd(¢|,) \ L) — fo(yd(&,)) as
superscript. This superscript indicates the differ-
ence in fanout at p in the original constituent tree
compared to the leaves assigned to the nodes in the
subtree at p by the guide. (At most one leaf is as-
signed to an ancestor of p.) In our two examples,
we construct the nonterminals SBAR+S and VP, L

* classic: The nonterminal consists of the first
symbol” in &(p) (including markers introduced
during binarization) and the fanout fo(yd(&|,)\ L)
as subscript. This constructor omits annotations
that depend on the guide and is more akin to
usual strategies in LCFRS extraction (Maier and
Segaard, 2008). For our examples, the nontermi-
nals are SBAR and VP.

7 After merging unary nodes in step (i) of the extraction,
each node may consist of multiple constituent symbols.
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e coarse: Like the classic nonterminals, but we
replace the constituent symbols occurring in the
treebank by their first letter. This is a very rough
approximation of nonterminals in coarse-to-fine
parsing (Charniak et al., 2006) that does not need
a specific clustering for each treebank. For our ex-
amples, the nonterminals are S and V.

3.4 Parsing

For parsing, a small sample of supertags is pre-
dicted for each position in the input. Each tag
is equipped with a score expressing its prediction
confidence among all supertags for this position.

(v) Supertag derivations. For each predicted
tag, the wildcard in the LCFRS rule is replaced
by the input position it was predicted for. The se-
quence of input positions is parsed using the set of
all lexical LCFRS rules inside the supertags. We
equip each LCFRS rule with the prediction confi-
dence of its supertag® and use discodop (van Cra-
nenburgh et al., 2016), an off-the-shelf statistical
parser, to pick an LCFRS derivation which max-
imizes the product of prediction confidences. In
this derivation, we replace each LCFRS rule by
the supertag tuple it was taken from.

(vi) Transformation into constituent trees.
The function listed in Algorithm 1 transforms the
tree of supertags obtained in the previous step into
a constituent structure for each node from top to
bottom via recursive calls. Its first argument is
the (sub-)tree to transform, the second one (i1) is
either None or a leaf that is transported from the
top to a lower position. The leaf for the current
supertag (i2) is read from the lexical rule r (line
4). The list of children d in the supertag tree and
the index ¢ determine how the list of (usually) two
children §'is assembled (lines 6-12): each child in
d will establish a child in 5 via a recursive call (line
9); if there is only one child in (f, t will determine
which leaf in {i;, 2} is absorbed into § (line 6 and
11); if there is no child then both ¢; and i9 are in
§ (line 11). Remaining leaves in {i, 2} will be
transported into the children according to ¢ (line 6
and 9). If c is not None, the function adopts the
constituent symbols (lines 13-15), otherwise the
children in § are merged with their siblings (lines
16 and 10). The pos symbol p for the leaf 5 is
stored in a set pos (line 5) and merged with the
other pos symbols for each leaf (lines 9 and 15).

81f multiple supertags have the same LCFRS rule, we use
the greatest prediction confidence.

Algorithm 1 Transforming a derivation of su-
pertags into a constituent structure and pos tags.
SYMB(r) is the terminal in the lexical rule 7.

-

Require: d = tag(d): tree of supertags with root
tag and list of children d where |d| € {0, 1,2}

Ensure: if d was extracted in steps (i—iii)
from a constituent tree (&, p,w), then
CTREE(d, None) = (£, {(1,p(1)) | 1< <|p|})

1: function CTREE(tag(d), i1)

2 (r,t,c,p) < tag

3 S«

4: i9 < SYMB(r)

5: pos <+ {(i2,p)}

6 if t = 1then iy, iy < i9,1;

7 for idz in {1,2} do

8 if |d] > idz then

9: add CTREE(d|idz], ;45 ) to &, pos

10: else if 7,5, # None then

11: add i;4, to 5 as a leaf

12: if ¢ is not None then

13: for ¢ in reverse(split(c,+)) do
14: 5+ Cl(g)

15: return s, pos

4 Experiments

Our experiments are conducted with the usual
train/dev/test splits’ for the three discontinuous
constituent treebanks DPTB, NeGra and Tiger.
For each treebank, we select parameters for the
extraction using an incomplete grid search as
described in Section 4.1. For the final mod-
els, we fine-tune each a bert-base-cased (bert-
base-german-cased for NeGra and Tiger) and a
bert-large-cased (gbert-large, respectively; Devlin
et al., 2019; Chan et al., 2020) model with the
selected parameter configurations for 20 epochs
and report the parsing scores and speed in Ta-
ble 6. We use the selected parameters for fine-
tuning the same classifiers (Devlin et al., 2019,
cf. sec. A.2). Appendix A lists the details for the
classifier’s training parameters and the used com-
puting infrastructure. Results for models trained
without any pretrained embeddings are shown in
Appendix B.

“We use the split for NeGra by Dubey and Keller (2003),
for Tiger by Seddah et al. (2013), and the standard split for
DPTB (sections 2-21 for training, 22 for development, 23
for testing). In evaluation, we use the implementation for
F-scores by van Cranenburgh et al. (2016) with default pa-
rameters in proper.prm.
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Table 1: Number of extracted core supertags, parsing
scores (F1, F1-d), number of parse fails (¢) and predic-
tion accuracy (acc.) in NeGra for varying cores.

core |no.core| F1 Fl-d £ acc.
tags core ¢ t p

r 88.0 62.1 7 | 86.8944 057 98.8
rt 88.8 689 8| 86.7 943 — [98.7
rc 890 628 2865 — 954988
p 86.9 62.1 84.5 94.1 95.5 96.3
rtc 90.6 70.7 1]8.9 — — 98.7
rtp 8207 | 87.4 64.1 84.6 943 — 96.1
cp 7784 | 87.6 60.3 10| 84.2 — FO95.7 96.4
rtcp | 8295 | 88.7 66.4 12| 840 — — 96.8

4.1 Parameter selection.

For each treebank, we conduct a parameter search
in four steps to select a satisfactory configuration.

(i) First, we investigate which components of
the supertag tuples to predict in tandem (core
supertags) and which ones separately for
each position in a sentence.

(i) We investigate a set of combinations for non-
terminal and guide constructors and elimi-
nate underperforming ones.

(>iii) The previously found set of combinations is
investigated for each binarization configura-
tion and one final configuration is chosen.

(iv) Finally, we assess how many tags per sen-
tence position (k) shall be predicted.

Each step is implemented as a grid search. For
each configuration in a grid, we fine-tune a bert-
base model for 5 epochs using the supertags ex-
tracted from the training set, and evaluate using
the dev set of the treebank. This process is doc-
umented for the NeGra treebank in the following
paragraphs in very detail as an example.

(i) Core supertags. We investigate if there are
advantages in predicting subsets of supertag com-
ponents jointly (core) while the others are deter-
mined independently.!” The core components al-
ways include the grammar rule r. During parsing,
we use the top k predictions for core components
and only the best prediction for each other compo-
nent. We ran this experiment with one parameter
configuration (vanilla guide, classic nonterminals,

1%In supertags as defined by Ruprecht and Morbitz (2021),
grammar rules r, constituent symbols ¢ and indices ¢ were all
stored in the grammar rules, the pos symbols were predicted
separately.

Table 2: No. supertags extracted from NeGra by non-
terminal constructors (rows) and guides (columns).

| vanilla | strict | least | shortest | modifier

vanilla | 3265 | 2773 | 4677 | 4236 4528
classic | 2367 3544 | 3611 3587
coarse 2823 2837 2933

Table 3: Parsing scores (F1) and supertag prediction
accuracy (acc.) in NeGra for combinations of nonter-
minal constructors (rows) and guides (columns).

modifier
acc. | F1  acc.

87.4 789 89.1 87.1
87.8 78.8 90.4 87.3
87.7 79.6 90.1 87.8

least shortest
F1 acc. | Fl

86.9 78.9
88.8 82.6
88.3 825

strict
F1 acc.

90.9 88.2
91.2 89.0
90.8  88.8

vanilla
F1 acc.

89.7 85.9
90.5 84.6
89.9 85.7

vanilla
classic
coarse

Ir bin with v = 1 and h = 0, k£ = 10). and propose
that the results shown in Table 1 are clear enough
to omit repeating this experiment with other con-
figurations. They suggest that the prediction and
parsing accuracies benefit from the absence of pos
tags as well as the presence of both other com-
ponents. Not including the pos tags, there are far
less core supertag tuples and the quality of pos tag
prediction is significantly better. We continue all
following experiments with the core (7, t, c).

(ii) Guide and Nonterminal Constructors.
Here, we extract supertags for each combination
of nonterminal and guide constructor. Binariza-
tion is fixed to Ir (except for the modifier guide
which requires ho) with A = 0 and v = 1, and
k = 10. In Table 2, we can clearly see that
both parameters determine the size of the gram-
mar; of course that behavior was intended for the
nonterminal constructors. Significantly less su-
pertags are extracted using the strict and vanilla
constructors than with the three other guides. Ta-
ble 3 shows that the strict guide takes a clear lead
in prediction and parsing accuracy. We continue
the search restricted to the strict guide and all three
nonterminal constructors.

(iii) Binarization. We extract supertags using
the following configurations for binarization: ho
and Ir, each with horizontal markovization con-
text h € {0, 1} and vertical markovization context
v € {0,1,2}. Table 4 shows the parsing scores
for supertags extracted using these combinations.
Markovization contexts ~ > 0 and v > 1 do not
seem to give us an advantage in this setting, it is
clearly disadvantageous with vanilla and classic

1472



Table 4: Parsing scores (F1) in NeGra using supertags
extracted with different configurations for binarization
(rows distinguish Ir and ho, columns distinguish values
for h and v) and nonterminal constructors (rows).

h=0 h=1
v=1|v=2]v=0|v=1|v=2
F1 F1 F1 F1 F1

v=20
F1

rl 90.8 909 | 899 | 893 | 875 | 85.0
ho 846 89.8 | 88.6 | 882 | 862 | 8l.1
1l 909 [ 912 899 | 89.8 | 885 | 86.1
ho 842 = 909 | 885 | 89.2 | 87.6 | 839
rl 90.5 90.8 | 90.1 | 904 | 90.0 | 89.5
ho 842 905 | 89.7 | 89.6 | 89.9 | 89.2

vanilla

classic

coarse

Table 5: Parsing scores (F1, F1-d), number of parse
fails () and speed (sent/s) in NeGra for varying
amounts of supertags considered during parsing (k).

k NeGra Tiger DPTB
Fl Fl-d ¢ sent/s) F1 Fl-d ¢ sent/s) F1 Fl-d # sent/s
5190.7 73.1 929 76.1 93.6 859

10/ 91.1 738 1 93.1 769 10
15912 744 0 109|93.1 76.8 0
250913 744 0 72 |93.1 765 O
401913 749 0 65 |93.1 76.6 O

947 88.0 7 61
948 88.1 3 50
831949 883 2 52
65 | 949 88.6 0 35

nonterminals. The impact of greater contexts is
significantly less with coarse nonterminals. How-
ever, it does not benefit from higher values either.
We select the final configuration for NeGra via the
highest F1-score in the table: classic nonterminals
and Ir bin with h = 0 and v = 1.

(iv) Predictions per Position After training the
final models with bert-base, we pick a suitable
value for k from the set {5, 10, 15,25,40}. From
the results in Table 5, we suggest that there is only
one case where a value £ # 10 shows improve-
ments in quality that justifies the given decrease in
speed, that is k = 15 for parsing NeGra. For both
other treebanks, we continue with k¥ = 10.

4.2 Final configurations.

In the parameter search, we found the following
configurations for our final models:

(DPTB) strict guide, classic nonterminals with
Ir binarization where h = 0 and v = 2,

(NeGra) strict guide, classic nonterminals with
Ir binarization where h = 0 and v = 1,

(Tiger) strict guide, coarse nonterminals with Ir
binarization where h = 0 and v = 1.
Each model is trained to predict pos symbols sep-
arately from the other supertag components. We
use the top £ = 10 (DPTB, Tiger) and &£ = 15
(NeGra) predicted supertags during parsing.

5 Conclusion

We generalized the extraction of supertags from
treebanks by introducing parameters for previ-
ously fixed parts of the construction. The parame-
ters allow us to control the part of the constituent
tree that is associated with a terminal for each su-
pertag (guide constructor) as well as the granular-
ity of the grammar rules (nonterminal construc-
tor). At the same time, the extraction process was
re-ordered so that its description is less convoluted
while retaining the same functionality.

Some introduced guide and nonterminal con-
structors performed better than the vanilla vari-
ants.  Specifically, we observe the following:
While the highly ambiguous grammars extracted
from DPTB benefit from finer nonterminal gran-
ularity with greater markovization window, the
large and more specific grammars extracted from
Tiger improve with coarser granularity; the gram-
mar for NeGra lies somewhere in between.

Compared to the previous implementation of
supertagging with LCFRS, we could improve the
parsing quality across all three discontinuous tree-
banks. The improvements close the gap between
the quality of parsing with LCFRS supertagging
and the most recent discontinuous parsing strate-
gies. In case of the two German treebanks, we
could even surpass them, most notably in terms of
the F1-score for discontinuous constituents.

6 Limitations

In our experiments, we chose to heavily restrict the
set of hyperparameters for the supertag extraction
and training of the neural model to finish them in
feasible time. (We used fixed parameters for train-
ing and a step-wise incomplete grid search for the
extraction.) Therefore, some interactions between
parameters might still be concealed and optimal
solutions yet to be found.

While we achieve state-of the art results with
the two German treebanks NeGra and Tiger, our
results fall behind the competition in the English
DPTB. We could not find a concluding reason for
that, and it should be further investigated.

We clearly emphasize that our implementation
is a prototype, especially the reported parsing
speed in Table 6 should not be considered final for
the approach. The two major reasons are that

* the statistical LCFRS parser that we used for

step (v) in Section 3.4 is not optimized for
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Table 6: Our results on test sets compared to other published parsers for discontinuous constituents. The column
“Type” gives a rough classification of the parsing approach in the following concepts: G — statistical grammar-
based, GS — grammar-based with supertagging, C — grammarless chart-based, T — transition-based, N — untradi-

tional neural approaches. bert-b and bert-L are language specific bert-base and bert-large models.

1 — Fernandez-Gonzalez and Gémez-Rodriguez (2021a) use RoBERTa-large (Liu et al., 2019) and GottBERT-base
(Scheible et al., 2020) instead of bert-large and gbert-large.

Tvpe | Model pretrained NeGra Tiger DPTB

P embeddings | F1 F1-d sent/s | F1 Fl-d sent/s| F1 FIl-d sent/s
van Cranenburgh et al., 2016 - 76.8 - 2 782 - 1 87.0 - <1

G | Gebhardt, 2020 - 81.7 435 - | 777 407 - - - -
Versley, 2016 - - - - 79.5 - - - - -
ours (bert-b) 91.8 74.6 120 |89.7 72.6 105 | 944 820 8l

GS | ours (bert-L) 939 79.1 88 |91.6 754 77 |949 824 o4
Ruprecht and Morbitz, 2021 (bert-b) 909 726 68 |883 69.0 60 |933 80.5 57

C Corro, 2020 (bert-b) 91.6 66.1 - |90.0 62.1 - | 948 689 -
Stanojevi¢ and Steedman, 2020 - 833 50.7 15 |834 535 9 90.5 67.7 -

T | Coavoux, 2021 (bert-b) | 91.7 733 - 1902 729 - 1950 825 -
Vilares, Gomez-R., 2020 (bert-b) 842 469 80 |[84.7 516 80 |91.7 49.1 80
Vilares, Gomez-R., 2020 (bert-L) - - - - - - 92.8 539 -

N Fernandez-G., Gomez-R., 2021a  (bert-b) 90.0 659 275 | 885 63.0 238 |94.0 729 231
Fernandez-G., Gémez-R., 2021a  (bert-L) |92.0 679 216 |90.5 68.1 207 |95.1 741 193
Fernandez-G., Gémez-R., 2021b (bert-L)t | 89.1 67.1 - 88.5 67.8 - 955 829 -
Fernandez-G., Gémez-R., 2022 (bert-b) 91.0 766 - |90.0 626 - - - -

lexical grammar rules and could possibly be ~ References
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A Neural Classifier

The following table contains the values for the
neural classifier’s architecture and hyperparame-
ters during training. All experiments were run on
the same compute server with an Intel Xeon Sil-
ver 4114 (40 cores 2.2GHz), 256GB RAM and an
Nvidia GeForce RTX 2080.

parameter  value

embeddings last 4 layers of bert-base/bert-large

architecture single feed forward layer per tag
type (core supertags and pos tags)

loss Cross entropy

learning rate 5-107°
weight decay 1072
dropout 1071
optimizer AdamW
batch size 32

5 during grid search

epochs 20 for final model

B Supervised Classifier

We trained classifiers that only rely on the data
in the training corpus (i.e. without pre-trained em-
beddings) using the same hyperparameters for the
extraction that were found in Section 4.1. For
that, we used the same supervised architecture
for word encoding as Stanojevi¢ and Steedman
(2020); Corro (2020): each word is embedded into
the concatenation of per-word vectors and the out-
put of a character-level bi-LSTM. These embed-
dings are then fed into a sentence-level bi-LSTM.
Finally, the score of each tag prediction is com-
puted using a multi-layer perceptron. The follow-
ing table gives an overview of the used architec-
ture and used hyperparameters.

parameter value

word embeddings 300
character-level bi-LSTM layers 1
character-level bi-LSTM dim 100

sentence-level bi-LSTM layers 2
sentence-level bi-LSTM dim 800

prediction MLP layers 3

prediction MLP dim 800
prediction MLP activation ReLU

loss Cross entropy
learning rate 1073

weight decay 1071
dropout 0.5
optimizer AdamW
batch size 32

epochs 32
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Table 7: Our results on test sets compared to other published parsers for discontinuous constituents using su-
pervised embeddings. The column “Type” gives a rough classification of the parsing approach in the following
concepts: G — statistical grammar-based, GS — grammar-based with supertagging, C — grammarless chart-based, T
— transition-based, N — untraditional neural approaches.

Tyoe | Model pretrained NeGra Tiger DPTB
M embeddings | FI Fl-d sent/s| FI Fl-d sent/s| FI Fl-d sent/s
van Cranenburgh et al., 2016 - 76.8 - 2 782 - 1 87.0 - <1
G Gebhardt, 2020 - 81.7 435 - 77.7 40.7 - - - -
Versley, 2016 — — — — 79.5 - - — —
Gs | ours - 83.7 529 132 |83.7 59.5 104 |91.7 742 82
Ruprecht and Morbitz, 2021 - 82.7 49.0 136 |825 559 101 |90.1 729 95
C Corro, 2020 - 86.3 56.1 478 |85.2 512 474 929 649 355
Stanojevi¢ and Steedman, 2020 - 83.3 50.7 15 83.4 53.5 9 90.5 67.7 -
T | Coavoux, 2021 - | 823 55.6 - |89 574 - 914 744 -
N \ Vilares, Gémez-R., 2020 - \ 77.1 36.5 715 \ 79.2 40.1 568 \ 89.1 41.8 611
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