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Abstract

We propose a framework to modularize the
training of neural language models that use di-
verse forms of sentence-external context (in-
cluding metadata) by eliminating the need
to jointly train sentence-external and within-
sentence encoders. Our approach, contextual
universal embeddings (CUE), trains LMs on
one set of context, such as date and author,
and adapts to novel metadata types, such as
article title, or previous sentence. The model
consists of a pretrained neural sentence LM,
a BERT-based context encoder, and a masked
transformer decoder that estimates LM prob-
abilities using sentence-internal and sentence-
external information. When context or meta-
data are unavailable, our model learns to com-
bine contextual and sentence-internal informa-
tion using noisy oracle unigram embeddings
as a proxy. Real contextual information can be
introduced later and used to adapt a small num-
ber of parameters that map contextual data into
the decoder’s embedding space. We validate
the CUE framework on a NYTimes text cor-
pus with multiple metadata types, for which
the LM perplexity can be lowered from 36.6
to 27.4 by conditioning on context. Bootstrap-
ping a contextual LM with only a subset of the
context/metadata during training retains 85%
of the achievable gain. Training the model ini-
tially with proxy context retains 67% of the
perplexity gain after adapting to real context.
Furthermore, we can swap one type of pre-
trained sentence LM for another without re-
training the context encoders, by only adapting
the decoder model. Overall, we obtain a mod-
ular framework that allows incremental, scal-
able training of context-enhanced LMs.

1 Introduction

Language models (LMs) estimate the prior proba-
bilities of token sequences and are key probabilistic
modeling components in a variety of applications,
such as speech recognition, machine translation,
or software keyboards. When modeling linguistic

token sequences, typical LMs model one sentence
or utterance at a time, reflecting the fact that the
strongest predictors of words are syntactic con-
straints and semantic associations within the sen-
tence. However, it has long been recognized that
context beyond the sentence has substantial influ-
ence on the word probabilities within a sentence.
Context literally means the surrounding text (or
preceding text, when predicting words in temporal
order), but can also refer to any extra-linguistic in-
formation, such as metadata (e.g., authorship, time,
location) or associated other modalities (e.g., visual
cues associated with a spoken utterance).

There is a large literature on leveraging such con-
textual information for language modeling, some of
which we review below (Section 2). However, in-
cluding context in language modeling presents ma-
jor challenges for operational settings, especially
when LMs need to be trained and deployed at scale:

* Context data is hard to come by. Many lan-
guage corpora have no or very limited meta-
data, or contain unordered sentences that do
not provide sequential context.

* Context types are specific to a given source.
A newspaper corpus has metadata that is very
different from spoken language data.

e Use of context renders models context-
specific, and therefore, less universally appli-
cable. With each type of context, a new model,
or even model architecture, is required.

* Context modeling requires more parameters,
compute complexity and more training data.

All these difficulties lead to context being used
sparingly in most practical settings, and only when
it yields substantial benefits (such as in using a
user’s personal contact list in voice dialing).

In this paper, we propose a modular modeling
framework for contextual language models, called
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contextual universal embeddings (CUE). The fun-
damental idea is to separate the modeling of (1)
sentence-internal LM, (2) context embedding and
(3) combination of sentence-internal and contex-
tual information each into their own modules. First
of all, we show that this architecture is an effec-
tive way to bring context to bear on the LM task,
achieving 25% relative perplexity reduction over a
sentence-internal model, on a corpus of newspaper
articles with rich metadata. More importantly, each
module can be trained separately, as opposed to
jointly with the other modules. Through experimen-
tation we show that, for the practically important
use-cases, training modules separately or incremen-
tally preserves most of the achievable gain from
contextual information.

Specifically, we can replace one type of con-
text with another, while only adapting the context
encoders to the new context, and retain 85% of
the best-case perplexity gain. Maybe more sur-
prisingly, we can train the decoder that combines
context and sentence-internal information without
any actual context, instead using noisy oracle un-
igram embeddings as a proxy. This recovers 67%
of the best-case gain after adapting to real con-
text. (Adapting the context encoders affects much
fewer parameters, and takes much less data, than
the model overall.)

Finally, we show that context encoders can be
frozen and a whole different sentence-LM archi-
tecture swapped into the model ensemble. After
adapting only the combiner-decoder we obtain per-
plexity gains close to the optimum that would have
been achieved by joint training of combiner and
context embedding.

2 Prior Work

Longer text history is the most commonly used
context in language models (LMs) (Mikolov and
Zweig, 2012; Jaech and Ostendorf, 2018a; Ji et al.,
2015; Lin et al., 2015). A naive way to bias a LM
over text history is to ignore the sentence bound-
aries and train the contextual LM as the standard
neural LM (Ji et al., 2015). However, recurrent neu-
ral networks suffer training difficulties on longer
sequences (Bengio et al., 1994) while transformer-
style models are effective at incorporating this extra
information (Dai et al., 2019; Brown et al., 2020).

Another approach is to summarize context into
a single context embedding using a separate model.
For example, Mikolov and Zweig (2012) and Le

and Mikolov (2014) use topic information extracted
from the context. Mikolov and Zweig (2012) use
a pretrained Latent Dirichlet Allocation (LDA)
model while Le and Mikolov (2014) use paragraph
embeddings learned during LM training. Wang and
Cho (2016) on the other hand, use a bag-of-words
of whole text or individual sentences in the context
to build the context vector. Roh et al. (2020) and
Lin et al. (2015) further extend sentence-based con-
textual models by using hierarchical embedding
techniques. This approach learns a representation
of the context that is directly used as input to a
neural LM.

Other sequence tasks in natural language pro-
cessing (NLP) also leverage contextual information.
Neural machine translation (NMT) capitalizes on
the availability of previous sentences on the source
and target sides when translating documents (Yun
et al., 2020; Sugiyama and Yoshinaga, 2021; Zhang
et al., 2018). The only difference in the approaches
is how the context is encoded into a representation
optimized for NMT.

Automatic speech recognition (ASR) and conver-
sational dialog systems also use contextual informa-
tion, such as recent advances in shallow or deep fu-
sion of end-to-end neural architectures (Zhao et al.,
2019; Williams et al., 2018; Kim and Metze, 2018;
Munkhdalai et al., 2021; Jain et al., 2020). Recent
papers have also considered biasing LMs with con-
text beyond the previous sentence and incorporate
additional signals such as date-time, geolocation
or gender (Ma et al., 2018; Diehl Martinez et al.,
2021) or application metadata like dialog act or
intent (Masumura et al., 2019; Shenoy et al., 2021;
Liu and Lane, 2017). Other sources of context used
to bias LMs are personalized content (Jaech and
Ostendorf, 2018b; Fiorini and Lu, 2018); conversa-
tional turn-taking (Xiong et al., 2018); multi-modal
sources (Moriya and Jones, 2018); or even user de-
mographics to suggest fashion suggestions (Denk
and Peleteiro Ramallo, 2020).

3 Architecture

Our task is to estimate an auto-regressive language
model conditioned not only on the previous words
in the sentence, W = w1, wa, ..., w,, but also on
several contextual signals,

PWIC) = [[ Pwilwi-1, wis,...,C) (1)
=1
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Figure 1: Overview of CUE architecture. Pretrained
sentence encoder and DistilBERT modules are frozen.

where C' = [cq, ..., cx] represents a set of K con-
textual inputs that may vary with each sentence,
and where each ¢, is a sequence of tokens from the
same vocabulary as the target sentence.

Adapting recent work in hierarchical contextual
embeddings (Yun et al., 2020), our CUE architec-
ture has three components (see Figure 1):

* An auto-regressive transformer sentence en-
coder conditioned on within-sentence history.

* A transformer context encoder with a BERT-
based embedding combines multiple context
signals into one CUE vector.

* An auto-regressive transformer decoder to
predict the current word based on the context
and within-sentence embeddings.

Our goal is to train a separate context encoder
that can be updated without modifying the sen-
tence encoder or decoder and run inference inde-
pendently of the other modules. This is impor-
tant for operational practicalities, to precompute
context embeddings and update them incremen-
tally without requiring downstream components to
change.

3.1 Context Encoder

We present all the contextual signals to the context
encoder as strings. Non-textual signals, like date-
time, are converted into English, such as “Wednes-
day 29 May 1985”. Similarly, we represent any
categorical or symbolic context by its English text
string.

The encoder projects the set C of K context
types into one compact embedding. These may
consist of the previous K sentences, K different
metadata types such as datetime, or a mix of both.

We then encode each context string c; with Dis-
tilBERT (Sanh et al., 2019) and represent each
context by its CLS embedding to generate the in-
termediate representation

gr = FFN(BERT Encoder(c)). (2)

We do not fine-tune DistilBERT since empirically it
gave negligible gains on our experimental corpora.

The set of intermediate representations G =
[g1;...;9K] is then passed through transformer
blocks to learn dependencies between the context
types and to generate the self-attended embeddings
E = [e1;...;ek], where

E = Transformer Encoder(G). 3)

The contextual encoder is invariant to the ordering
of context types since we treat context as a “bag of
sequences” and do not add positional embedding
to the CLS embeddings. Additionally, we do not
use query values from the within-sentence encoder,
so as to preserve the modularity of our architecture;
our goal is to use one context encoder with multiple
sentence encoders or modeling tasks. The empir-
ical gain was small for conditioning the context
attention on the history at each word position (thus
giving a different context vector for each token).

Finally, the per-context embeddings ej, are aver-
aged to produce our compact representation,

1
Cowe = 72 D € )

k
3.2 Sentence Encoder

The sentence encoder is a familiar auto-regressive
masked language model with a transformer encoder
and a final softmax layer to generate a distribution
over the vocabulary (Vaswani et al., 2017). We
used six layers of 512 dimensions each with 4 at-
tention heads and used a standard language mod-
eling task to fit the parameters; no context was
used to train this module. In our experiments, the
sentence-encoder parameters are frozen and never
fine-tuned when biasing the decoder with context.
We assume that the sentence encoder was trained
on a very large general text corpus. It uses the same
DistilBERT tokenizer as the context encoder, but
do not use DistilBERT for word embeddings since
our model is causally auto-regressive.

3.3 Decoder

The decoder is a masked transformer decoder as
described in Vaswani et al. (2017) with six layers of
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Module | #Params | Train | Adapt.
Sentence encoder 24.5M N N
DistilBERT 65M N N
Decoder 40M Y N
Context encoder 6.6M Y Y
Total 136M - -

Table 1: CUE components. Some modules are updated
or frozen depending on context training or adaptation.

512 dimensions and 4 heads for multi-headed atten-
tion. The sentence-internal embeddings (before the
softmax layer) are passed as the shifted outputs to
the decoder; along with the contextual CUE vector
ecue s input to the multi-headed attention module
in the decoder.

4 Adapting to Evolving Context

We now no longer assume that the set of context
types is static between training and test. For exam-
ple, an API providing context may be retired; or
business rules improving customer privacy may re-
move geographic information. The set of contexts
may evolve over the life-cycle of our CUE encoder
and we now introduce an adaptation step.'

Ideally, we would jointly fine-tune the entire
model architecture (context encoder, sentence en-
coder and decoder) on annotated data that contains
the new context types. However, this creates an
operational burden since different downstream de-
coders that use context embeddings would each
need retraining. Our goal is to adapt the CUE con-
text encoder while leaving the decoder parameters
frozen. This will minimize the number of parame-
ters to be retrained and simplify model deployment
by factoring the context encoder from the decoder.

We break the training process into two phases:
Training constructs the initial set of model param-
eters and is not constrained by operational needs.
Adaptation happens at some later point in time af-
ter the set of context types changes. Section 4.1
considers the scenario where new context types
are added to or replace the initial training types.
Section 4.2 assumes no context is available during
model training, only at adaptation time.

4.1 Adapting with annotated data

Our adaptation strategy is to fine-tune only the
context encoder, leaving the other parameters un-
changed. Since the context encoder consumes se-
quences of text, our approach benefits from Distil-

'Out of scope for this paper is missing context at inference
time. We assume the same set of contexts at adaptation and
testing time.

Decoder
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Figure 2: Priming the decoder with proxy embeddings.
We add noise to an embedding of the target sentence un-
igram distribution as a proxy for the decoder to learn to
attend to context as yet unknown during training. Mod-
ules in gray are frozen during decoder training.

BERT projecting sentences into a shared embed-
ding space through the CLS token prepended to the
beginning of the sentence. We fine-tune the context
transformer that operates on the per-context Dis-
tilBERT embeddings before averaging (see Figure
1). This component has 6.6M parameters, roughly
5% of the total number of parameters (see Table
1). Given an adaptation corpus of sentences paired
with new context types, we take a forward pass
for each batch and then backpropagate through the
decoder to the contextual encoder. This approach
handles any arrangement of new context. Section
6.3 details results evaluating how adaptation bene-
fits over zero-shot approaches with a static model.

4.2 Proxy embeddings

We now consider the scenario where we have no
sentences paired with context during training, but
want to bias our architecture on context at adapta-
tion time. Since the decoder parameters are frozen
during adaptation, we must prime it during train-
ing to pay attention to a context embedding, even
though we lack the context to generate such an em-
bedding. We tackle this problem by hypothesizing
that context plays a role similar to a topic model: it
mostly affects the unigram distribution, with small
higher-order effects. Thus, we generate proxy em-
beddings from an oracle encoding the unigrams in
the target sentences, described below.

4.2.1 Generate unigram embeddings

We first transform each sentence W = wq, ..., w,
in our training corpus D into an empirical unigram
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distribution (“bag of words”) over the vocab V),

P(W) = {w v, 2z Lwi =w) } G

n

Next, a feed-forward auto-encoder, Fg, recon-
structs P(W) through a low-dimensional hidden
layer fitted by minimizing reconstruction loss with
Kullback-Leibler (KL) divergence,

N
£(©:;D) = S KL(Fo(P)IP). (6
=1

The layers were 28996x128x16x128x28996
with ReLU non-linearities, and a final softmax
layer to generate a distribution over the vocabu-
lary. We swept multiple architecture sizes and saw
no gain for more parameters. Reconstruction loss
on the test set improved from 5.59 to 1.94 after ten
epochs.

4.2.2 Train decoder with proxy embeddings

We then replace the context encoder with this auto-
encoder; freeze the sentence encoder and fit the pa-
rameters of the decoder on training data that do not
have context annotations (see Figure 2). In place
of the context embedding, we construct a proxy
embedding a by adding Gaussian noise to the em-
bedding of the entire sentence and re-normalizing.

a = Fo(P)+N(0,0%) (7
a
a=—, ®)
la?

As we increase o, the information content in a de-
creases, calibrating the information content of the
proxy embeddings to match the expected strength
of the actual context. Section 6.3 details the impor-
tance of this hyperparameter. We then project this
low-dimensional embedding to the target contex-
tual embedding (512 in our experiments) through a
linear projection and pass it as input to the decoder.

4.2.3 Adapting the context encoder

Once annotated sentences with context are avail-
able for adaptation, we train only the context en-
coder to project available context into an embed-
ding space tuned to the decoder. The decoder was
“primed” to attend to an external embedding and
the sentence-internal embeddings. We freeze the
decoder and sentence encoder weights; backprop-
agate; and update only the weights of the trans-
former in the context encoder and the linear pro-
jections that scale from DistilBERT embeddings to

Purpose | #Articles | #Sentence | #Words
Word LM training 250K 8.5M 215M
Context training 55K 1.8M 47TM
Context adaptation 60K M 41M
Validation 5K 170K 4.3M
Test 5K 166K 4.2M

Table 2: NYTimes corpora used in this work. We
randomly shuffle all articles before partitioning and
use 20% of the entire corpus to reduce experiment
turnaround time.

the context embedding dimension. As mentioned
above, our encoder is agnostic to the ordering of the
context types and transforms text into an embed-
ding through DistilBERT. Section 6 demonstrates
that this approach successfully adapts to unseen
context data.

5 Corpus

We used the New York Times Annotated Corpus
(Sandhaus, 2008) released through Linguistic Data
Consortium (catalog number LDC2008T19) con-
taining over 1.8M English articles spanning 1987
to 2007. This corpus includes a rich collection of
contextual annotations for each article, ideal for
evaluating our CUE framework. Each article con-
tains up to 47 different metadata types that were
labeled by humans (author, title, desk) or algorith-
mically (locations, topic). We down-selected from
47 to 11 distinct metadata signals after removing
redundant or uninformative context. All context
types were character sequences and include previ-
ous sentence, title, author, entities present in the
article, section descriptors, date, and topic descrip-
tors (see Appendix A for details). Articles averaged
32 sentences in length and average sentence length
(after tokenization) was 26. We trained the sen-
tence encoder on a large subset of articles; used
separate training and adaptation corpora and sepa-
rate validation and test sets (Table 2).

6 Experimental Results

6.1 Hyper-parameters

Sentences were tokenized first with spaCy (Honni-
bal and Montani, 2017) and then into word pieces
using the DistilBERT tokenizer. We evaluated
model performance by computing perplexity (PPL)
on the heldout test set. We trained all models for
ten epochs using the AdamW (Loshchilov and Hut-
ter, 2017) optimizer and One Cycle learning rate
scheduler (Smith and Topin, 2017) with a learning
rate of 0.0001, maxing at 0.004; and gradient clip-
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Contextual features | Test PPL | Rel. PPL

Sentence-internal only 36.6 -
+ article metadata 35.9 -2.0%
+ previous sentence 29.8 -18.6%
+ previous sentence + metadata 27.4 -25.0%

Table 3: Reduction in PPL by adding context. We con-
trast a sentence-internal transformer LM with four vari-
ations of added contextual information. Article meta-
data (e.g., author, title) is mildly informative, the pre-
vious sentence is the most useful. Metadata improves
PPL more when previous sentence is included.

ping of 0.95. We parallelized batches on 8 V100
GPUs and averaged 75k tokens per second with a
per-GPU batch size varying between 64 and 256
sentences depending on the architecture size. The
parameters of the sentence encoder and DistilBERT
are frozen for all the experiments, greatly speeding
up training time with negligible impact on PPL.

6.2 Contextual biasing

We first compare our architecture against a
sentence-internal auto-regressive language model.
The 6x512, 4-head transformer word language
model was trained on the separate 200M-word cor-
pus and used as the sentence-encoder in our full
CUE framework. As shown in Table 3, contex-
tual signals reduce PPL by 25% for this corpus
and nearly three fourths of that gain is due to the
previous sentence. Since the remaining contex-
tual features are at the article level, they have a
smaller impact on within-sentence likelihoods.?
This 25% relative gain is the upper bound for adap-
tation methods since context types are consistent
between training and test; and context encoder and
decoder are trained jointly.

To evaluate the key elements of our architecture,
we conducted an ablation study by disabling vari-
ous components and measured the relative degrada-
tion in perplexity, as shown in Table 4. Removing
the transformer after DistilBERT embeddings and
using a simple average gives an 8% degradation.
Removing the transformer decoder and instead con-
catenating the CUE vector with each step’s hidden
state before the logit layer gives a 22% degradation.
Replacing DistilBERT with a randomly initialized
transformer estimated on the contextual training
corpus give the biggest loss of 27%. Finally, using
only the context to predict each word (a constant
vector at each step) is much worse, but still 45x
better than random (which would be equal to the

2See Appendix B for a breakdown of the relative strength
of each contextual type.

Module \ Test PPL \ Rel. PPL
Full architecture 27.4 0%
No context transformer 29.6 +8%
No decoder transformer 33.5 +22%
No DistilBERT 34.8 +27%
No contextual inputs 36.6 +33%
No sentence inputs 643 +2200%

Table 4: Ablation study on architecture modules. Refer
to Figure 1 for a schematic of the components.
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Figure 3: Change in normalized attention weights over
training iterations. The weights of the self-attention
component of the context encoder converge to the rela-
tive importance of each contextual category over time,
with previous sentence receiving the most weight.

vocab size of 28,996). Context is a useful prior,
even though it is constant for all tokens in the sen-
tence.

Figure 3 captures the model’s attention converg-
ing to the relative importance of each context type.
The ordering of context types by attention weights
is similar to a ranking by perplexity gain given in
Appendix B.

6.3 Adaptation

We next evaluate our framework for interchange-
ability of different forms of context. We randomly
partitioned the eleven context types into two sets
A and B and report the average over five separate
trials in Table 5. Set A is our training set and we ex-
periment with two adaptation scenarios: B replaces
A or B is added to A.

When adding additional context types (A —
A-+B), adapting the context encoder without re-
training the decoder captures 85% of the possible
gain for jointly training the context encoder and de-
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Row | Description Train | Adapt Test | PPL Rel. PPL

1 Word-only baseline - - - 36.6 -

2 Proxy training (cheating) Proxy - Proxy | 29.7 —-19%

3 Context A always available A - A 293+1.3 | —20£4%
4 No training context Proxy B B 31.8+0.8 | —13£2%
5 No adaptation A - B 320£0.2 | —13£1%
6 Context A replaced by B A B B 309+£0.7 | —16£2%
7 Context B always available B - B 209+14 | —19+4%
8 No training context Proxy A+B A+B | 304 —20%

9 No adaptation A - A+B | 30.1+£2.1 | —18+6%
10 Context B added after training A A+B A+B | 2888+1.0 | —214+3%
11 Context A+B always available | A+B - A+B | 274 —25%

Table 5: Adaptation results. Results are averaged over five random partitions of context types into training set A
and adaptation set B. Results without std. dev. are based on a single experiment run. Adding metadata with CUE
embeddings outperforms a word-only model (row 1) by 25% (row 11). CUE vectors are robust to evolving context,
either without any context in training (rows 4, 8); no adaptation (rows 5, 9); or adapting with new annotated
sentences (rows 6, 10). Contrast with lower bound of all context available in training and adaptation (rows 7,11).

coder on all context types (compare rows 1, 10 and
11). Starting at a word-only PPL of 36.6, adapta-
tion to A+B reaches 28.8 versus the lower bound
of 27.4. When replacing context types (A — B),
adaptation also achieves 85% of the possible gain
(36.6 to 30.9 versus the lower bound of 29.9 in rows
1, 6 and 7). Even without any adaptation (rows 5
and 9), our architecture generalizes to new context
types (approximately 70% of the possible gain),
though not as effectively as with adaptation. This
is because we transform context into English text
and leverage BERT embeddings as a strong initial
embedding for context sequences.

When we train the decoder with proxy embed-
dings (no real context at all) and adapt to context,
the PPL is within 6% to 11% (depending on the con-
text subset) of the lower bound of jointly training
the context encoder and decoder. This approach re-
covers 67% of the gain from jointly training context
encoder and decoder for the two scenarios (A — B
and A — A+B). We find this quite remarkable
given that the decoder knows nothing of context
during training; the result validates our hypothesis
that context encodes the unigram priors.

We tuned the strength of the proxy embedding
by sweeping the variance of Gaussian noise added.
The sweet spot is where the information content in
the proxy embedding is close to the actual context,
as shown in Figure 4. This intuitive result provides
a sensible recipe for setting this hyperparameter in
a production setting.

6.4 Different sentence encoders

Our CUE architecture factors the context encoder
from the sentence encoder and decoder. This ap-
proach generates one embedding that can be used
with multiple decoders and sentence encoder pairs.

40

Upper bound (no context)

354 Adapt encoder to real context; freeze decoder

Lower bound (train on real context) /

w
=3

Test PPL

N)
a

204

Train and test with proxy embedding

15

1072 1072 107! 10° 10!
Variance of Gaussian noise

Figure 4: Varying proxy embedding strength. The base-
line is no context (green line) versus the lower bound of
knowing all context in training and test (red line). We
sweep the amount of noise added to the oracle unigram
vector on the x-axis. When training and testing on only
the unigram vector (blue line) the unigram vector is a
powerful oracle without noise, but then becomes ran-
dom as the variance increases. During adaptation (or-
ange line), we discard the unigram embeddings, freeze
the decoder parameters, and retrain the context encoder
(5% of parameters). The amount of embedding noise is
optimal roughly when the proxy embedding is as in-
formative as actual context (where blue and red lines
intersect).

To evaluate the generalizability of our CUE
framework, we trained a 4x512 LSTM sentence
encoder and froze its model parameters for the
remaining experiments. We then trained a new
decoder using the LSTM sentence encoder and
evaluated two different context encoders: 1) ran-
domly initialized and jointly trained with the de-
coder or 2) the pretrained encoder jointly trained
with the old, transformer-based sentence encoder
and frozen parameters. Table 6 shows that the CUE
vectors trained with one sentence-LM architecture
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are useful to the other, with a relative degradation
when swapping of 7% and 1%, respectively, be-
tween LSTM and transformer sentence encoders.

Row | Sentence Encoder Context Encoder | PPL
1 Transformer, frozen | jointly trained 27.4
2 Transformer, frozen | frozen from (3) 294
3 LSTM, frozen jointly trained 28.0
4 LSTM, frozen frozen from (1) 28.2

Table 6: Swapping context and sentence encoders.
Without fine tuning, frozen context encoders general-
ize to new sentence encoders and decoders with <7%
relative degradation (compare rows 1 and 2; 3 and 4).

These results suggest that our CUE framework
can factor the context encoder and decoder training
and generalize to multiple decoder architectures.
This frequently occurs in operational settings such
as the first and second pass LMs in speech recogni-
tion or compressed parameter sizes due to memory
and latency constraints.

7 Discussion

We analyzed whether a sentence’s context behaves
like a cache model, since it contains textual data
from the previous sentence, title, and other contexts.
To better understand this effect, we divided test data
tokens into two bins: Those that appeared in the
text of the sentence’s context and those that did not.
We measured the relative gain in log likelihood
when conditioning the LM on context versus not.
30% of the tokens appeared in the context (cache)
and the relative gain was 74%—there clearly is a
strong benefit for recurring tokens and the CUE
encoders capture this effect. The 70% of tokens
that do not occur in the cache improved their log
likelihood by 26% relative. So the cache effect
does not explain the entire benefit of CUE vectors
and correlations among different token types are
captured as well. The top context types that had to-
kens in the sentence were previous sentence (23%),
title (9%) and person (6%).

To verify that the empirical improvements from
the previous sections are semantically plausible,
we analyzed the context embeddings of the first
sentence of 5000 heldout articles. These embed-
dings do not contain information from the previous
sentence and thus represent the entire article’s meta-
data. Figure 6 projects these embeddings down to
two dimensions with t-SNE. We then clustered the
vectors with k-means and aggregated word counts
for all articles within a cluster.

Finally, we display the five most salient words
(computed with TF-IDF) from the context and, sep-
arately, from the article text. Even though the ar-
ticles were clustered based only on context, the
groupings of article text are semantically meaning-
ful, with clear clusters related to newspaper sec-
tions such as corrections, marriage announcements,
sports and other news related topics. Our context
embedding is preserving semantic information.

One limitation of the proxy embedding approach
is that they may not extend to other NLP tasks,
like named entity tagging. Since they are derived
from the unigram embedding, they directly encode
the targets of the language model task. This may
not prove useful for higher-order annotations and
further work should look into a multi-task proxy
embedding that directly optimizes an “interface”
embedding space instead of a unigram distribution.

8 Conclusions

We introduced the CUE framework to factor con-
text encoding and next word prediction of context-
aware neural language models. Unlike previous
work, we do not assume that the set of context
signals is constant between training and test. We
optimize the model architecture to reduce the oper-
ational burden of managing and retraining of large
neural LMs over their life cycle.

Our approach is robust to changing context
types; by adapting only 5% of the parameters, we
recover 85% of the possible gain from jointly train-
ing all components. Furthermore, we introduce
proxy embeddings to pretrain a decoder to be at-
tuned to external context embeddings even when
those are not known at training time. This approach
is 67% as good as jointly training with all context.

In future work, we would like to handle missing
context at inference time through data imputation
or dropout approaches. Furthermore, we plan to
extend the proxy embedding approach such that the
context encoders can be trained fully independent
of the decoder.
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A Appendix: Examples of Context Types

Type Example Avg. # tokens | % Articles
Author Michael T. Kaufman 6 84.0%
Date May 25 1985 4.6 99.9%
Day of Week Monday 1 99.9%
Descriptor Computers And The Internet 5.1 83.4%
Desk Business/Financial Desk 12 99.5%
General Surfing, Ranching 4.5 100%
Descriptor
Location New York, NY 4.5 42.1%
Online Section Business; Technology 4.5 99.0%
Organization Linguistic Data Consortium (LDC) 5 42.4%
Person Bloomberg, Michael 8 83.7%
Previous Sentence | beloved wife of the late freddy pomerantz. 26 97.0%
Title Voice Recognition Is Improving, but Don’t Stop 8 100%
the Elocution Lessons
B Appendix: Relative strength of context types
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Figure 5: Relative strength of each contextual type. We trained the CUE model with only one contextual signal
at a time and measured perplexity on the same heldout test set. Textual context types (previous sentence, title,
descriptor) are the most powerful.

3378



C Appendix: Qualitative Visualization
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Figure 6: T-SNE plot of context embeddings. We cluster the first sentence embedding of 5000 articles and project
the 512-d context vectors to two dimensions with t-SNE. We group context vectors into clusters with k-means
and compute TF-IDF scores separately for context (green) and sentence (blue) words and show the top 5 for each.
Notice how the set of five green words cohere with the five blue words, indicating the CUE embeddings project
context and metadata to a similar space as the article contents. The clustering recovers meaningful news topics,
such as company earning reports, obituaries, sports, books and art.
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