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Abstract

In this paper, we present our system for the
EvoNLP 2022 shared task Temporal Meaning
Shift (TempoWiC). Different from the typically
used discriminative model, we propose a gener-
ative approach based on pre-trained generation
models. The basic architecture of our system
is a seq2seq model where the input sequence
consists of two documents followed by a ques-
tion asking whether the meaning of target word
changed or not, the target output sequence is
a declarative sentence describing the meaning
of target word changed or not. The experimen-
tal results on TempoWiC test set show that our
best system (with time information) obtained
an accuracy and Macro-F1 score of 68.09% and
62.59% respectively, which ranked 12th among
all submitted systems. The results have shown
the plausibility of using generation model for
WiC tasks, meanwhile also indicate there’s still
room for further improvement.

1 Introduction

The EvoNLP Shared Task Temporal Meaning
Shift (TempoWiC) (Loureiro et al., 2022) aims
to judge whether the meaning of a target word
in a pair of sentences (two tweets in this case)
change or not. Different from original WiC (Word-
in-Context) task, TempoWiC takes into account
the temporal information in the text, as tweets in
each pair are with the date when they are posted.
Therefore, that brings new challenges into this task
- how to make use of the temporal information in
the tweets?

Unlike Conventional approaches for WiC tasks
that typically adopt discriminative models (such as
BERT or RoBERTa) with an input consisting of
a pair of sentences (Devlin et al., 2019; Liu et al.,
2019; Loureiro et al., 2021), here we propose a
generative approach. In our approach we treat the
temporal information in tweets as normal words
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without complicated designation for task schema,
aiming at exploiting the natural language under-
standing (NLU) capability of the pre-trained gen-
eration model (Radford et al., 2019; Lewis et al.,
2020). Moreover, that could potentially inspire fur-
ther developments for such tasks based on large
language models (LLMs) such as GPT-3 (Brown
et al., 2020) with Prompt Learning which has been
the focus of the community recently due to its su-
perior zero-shot performance (Liu et al., 2021).

Specifically, for the input sequence we concate-
nate two tweets which are followed by a question
asking whether the meaning of the target word
change or not. The output sequence is a declar-
ative sentence stating whether the meaning of the
target word changed or not in the two tweets. In
our approach, TempoWiC is framed as a generative
QA task and the construction of the data follows
the manner of template-based Question Genera-
tion (Lewis and Fan, 2019; Heilman and Smith,
2009; Fabbri et al., 2020; Lyu et al., 2021). With the
training data constructed in such format, we fine-
tune the pre-trained generation models as a seq2seq
model using a vanilla autoregressive generation ob-
jective (Sutskever et al., 2014; Johnson et al., 2017;
Yang et al., 2019).

We submitted two systems (one with time in-
formation and the other one without time informa-
tion) to TempoWiC for evaluation. Results show
that our best best system (with time information)
on the TempoWiC test set obtained an accuracy
and Macro-F1 score of 68.09% and 62.59% re-
spectively, which slightly outperforms the other
system without time information with an accuracy
and Macro-F1 score of 68.02% and 61.14%. Based
on the evaluation results on TempoWiC test set,
we found that pre-trained generation models are
capable of capturing the meaning shift of target
word in context. Besides, results also show that
time information (date of each tweet) can provide
further improvement for performance, showing the
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importance of temporal information. In the rest
of this paper, we will introduce the architecture of
our system and give more detailed experimental
results.

2 Methodology

In this section, we briefly introduce how Tem-
poWiC task is formulated in this paper and how
to train our system.

2.1 Task formulation

We frame the TempoWiC task as a seq2seq gen-
eration task where the source sequence consists
of two tweets followed by a question, the target
sequence is a declarative sentence. Moreover, in or-
der to avoid the generation of naive output (e.g., all
same output), we have some specific designation
for the input and output sequence: the question
in the source sequence must be an interrogative
sentence specific to the target word, also the target
sequence has to include the target word. As a gen-
erative approach, the format of input and output
sequence of our system are as follows:

o Input: Tweetl - Tweet2 - Question: Does the
meaning of word X change?

e Qutput: Is the meaning of X different in the
last two tweets?

Note X is the target word that we wish to exam-
ine whether its meaning changed or not in the two
tweets. For instance, a concrete example in such
format is shown as follows:

Input: Tweet-1: The book in 19th century is fan-
tastic...... Date: 2018-03. Tweet-2: Need help to
book the next-day flight...... Date: 2019-03. Ques-
tion: Is the meaning of book different in the last
two tweets?

Output:
the same.

where we highlight the target word book, of
which the presence in the input and output sequence
is essential for PLMs to learn how to measure the
meaning shift of the target word.

Answer: No, the meaning of book is not

2.2 Training objective

Our training objective is to minimize the Negative
Log Likelihood Loss with respect to the parameters
0 of our autoregressive generation systems:

7(0) = ~logPlale, @) = 3 logP(ailaci,c,0)
Z (1)

where a is our target sequence answer, c is the
context (two tweets) and q is the question.

3 Experiment

Model Accuracy Macro F-1
BART-base 65.91 63.33
BART-large 69.19 65.72

Table 1: Performance of BART-base and BART-large
on TempoWiC validation set.

3.1 Data

The training, validation and test set of TempoWiC
data contain 1428, 396 and 10000 examples re-
spectively. We show the average length of the two
tweets in TempoWiC dataset in Table 2, where we
found that the average length of the first tweet is
typically longer than the second tweet in all splits
especially in validation set.

3.2 Training Setup

We employ BART (Lewis et al., 2020) as our
seq2seq model, which is Pre-trained Language
Models (PLMs) that have been shown to be ef-
fective in various natural language generation
tasks (Lai et al., 2021; Lewis et al., 2021; Zhou
et al.,, 2022). Our implementation is based on
BART-base and BART-large (Lewis et al., 2020)
from Huggingface (Wolf et al., 2020). We train
our system with a learning rate of 3 x 107> for
10 epochs, the batch size is set to 4. We use a
maximum source sequence length of 512 and a
maximum target sequence length of 64.

3.3 Results

We report the results on validation set of BART-
base and BART-large in Table 1, the results show
that BART-large outperforms BART-base by 3.28
accuracy and 4.39 Macro F-1 score. Therefore,
our two submitted systems are based on BART-
large. Table 3 shows the results of the official
TempoWiC Competition Leaderboard (29 Septem-
ber 2022), our best system (with time information)
ranked 12th with an accuracy and Macro F-1 score
of 68.09% and 62.59% respectively, meanwhile our



Split Number of Examples  Avg. Len. of Tweet-1 ~ Avg. Len. of Tweet-2 ~ Number of Target Words

Train 1428 31.79 30.68 15
Validation 396 28.20 24.29 4
Test 10000 26.74 25.70 15

Table 2: Average length for the tweets in the train, validation and test set as well as the number of target words of
TempoWiC dataset.

Rank User/Baseline Accuracy Macro-F1
1 dma 78.34% 77.05%
2 macd 77.53% 76.60%
3 zackchen 75.49% 74.87%
4 dmi 74.13% 73.37%
5 wangkangxu 73.46% 73.08%
6 vol 73.66% 72.54%
- TimeLLMs - SIM 74.07% 70.33%
7 lisatukhtina 70.94% 70.09%
8 subhamkumar 70.47% 69.79%
9 mahhars 70.47% 69.79%
10 eternalfeather 69.18% 68.49%
- RoBERTa-L - SIM  72.98% 67.09%
11 nst 72.51% 63.75%
12 MLLabs-LIG 68.09 % 62.59%
13 yashamz 63.00% 61.97%
14 pgatti 66.67% 59.38%
- RoBERTa-L - FT 66.49% 59.10%
15 adityakane 67.41% 57.94%
- TimelLMs - FT 66.46% 57.70%
16 PaulTrust 62.66% 55.38%
17 virk 55.13% 54.25%
18 daminglul23 50.78% 50.13%
- Random 50.00% 50.00%
- All True 36.59% 26.79%

Table 3: Official TempoWiC Codalab Competition Leaderboard (29 September 2022). Baselines on the TempoWiC
are marked in lightgray with their results: TimeLMs - SIM is Logistic Regression based on Similarity of Contextual
Embeddings from TimeLMs-2019-90M (pooled following LMMS-SP); RoBERTa-L - SIM is Logistic Regression
based on Similarity of Contextual Embeddings from RoBERTa-Large (pooled following LMMS-SP); RoBERTa-L -
FT is Fine-tuned RoBERTa-Large (following configuration used in SuperGLUE) and TimeLMs - FT is TimeLMs
- FT Fine-tuned TimeLLMs-2019-90M (following configuration used in SuperGLUE). Besides, Random means
predictions are randomly assigned T/F and All True refers that All instances assigned T (Loureiro et al., 2022).

system without time information obtained an accu- system outperforms several competitive base-
racy and Macro F-1 score of 68.02% and 61.14%. line models based on BERT

Our generative approach outperforms the baselines
including RoBERTa-L-FT, TimeLMs-FT, Random
and All True, whereas underperforms compared to
the baselines TimeLMs-SIM and RoBERTa-L-SIM.

* Temporal information has positive effect in
predicting whether the meaning of the target
word changed or not

From the results shown in Table 1 and Table 3, * Larger PLMs is more likely to produce higher
we have three main findings: performance, indicating further improvement
* The use of a generative approach for the WiC ;E\;e achieved with increasing the size of

S

task is plausible as the results show that our



Tweet-1

Tweet-2

I can’t believe impostor syn-
drome just tried to equate the tat-
too I'm about to get that symbol-
izes something I studied for 3.5
years + graduated with a 1.7 in
to trying a sport once and getting
a tattoo about it, just because I'm
sort of mediocre at the actual sub-
Ject (2019-09)

"damn I was in a game of among
us and I was SURE red did it like
I saw red kill pink but hen red
wasn’t the impostor??? wtf my
mother did suspect 1 am mildly
colorblind’ (2020-09)

Today run bts was epic as the
Christmas one or the one in lotte
world, the boys competitiveness
is (2019-09)

so we’ve got namjoon’s live on
youtube, cns 1 year anniver-
sary, the lotte online concert, tik-
tok ot7, and the new album an-
nouncement today (2020-09)

i watched that lotte world run
episode again and now i want to
go back and ride french revolu-
tion it was so much fun :( (2019-
09)

Dude 1 still haven’t recovered
from lotte family I'm half asleep
how do I even react to be? (2020-
09)

COLTS/TEXANS TRIVIA for 4
primo seats to the showdown this
Thursday night + $5k to help
toward travel: Name the Colts
player who recovered his own on-
side kick vs. Houston AND the
final score!! (Note, the $ will be
received at the game). Alyssa’s
hat pick! (2019-11)

Somali guys used to be very
good tukicheza futa either primo
ama zile matches za estate. 1
wonder why a good number of
them never end up in professional
football clubs or the national
team.” (2020-1)

In 2016 Sheila Dixon wanted
a recount, Pugh had no in-
tegrity. She talked greasy about
Sheila. Karma is a real bitch huh
Pugh? (2019-11)

Delaying the transition only af-
fects the suffering of Americans
during Covid.  All thank to
Trump’s false claims. Can’t
wait to see #Georgia recount
show Trump losing. #TrumpCon-

Target Word  Label Prediction
impostor 0 0
lotte 1 0
lotte 1 0
primo 0 0
recount 1 1

cede’ (2020-11)

Table 4: Examples from TempoWiC validation set with corresponding predictions from our system, where 1
represents the meaning of the target word has not changed whereas 0 represents meaning of the target word has

changed.

3.4 Error analysis

We show some examples with corresponding pre-
dictions in Table 4. From Table 4, we found that
our proposed generative approach is capable of de-
tecting most meaning shift for the target word (for
example impostor, recount and primo). However,
it still has difficulties in some cases, such as lotte,
as shown in the two examples in Table 4 where
our system predicts that the meaning of /otte has
not changed - which is not true. Experimental re-
sults as well as error analysis show that pre-trained
generative models still have difficulties recogniz-
ing some language variation, which needs to be
addressed in future developments. We think the
fast evolving and changing meanings of words on
the web, especially on social media, make this task
even more challenging.

4 Conclusion

In this paper, we present a generative approach
based on Pre-trained Language Models for the Tem-
poWiC task. Experimental results show the plausi-
bility of using pre-trained generative model for the
TempoWiC task, which could potentially inspire
further developments based on more pre-trained
models.

Limitations

While pre-trained generative models exhibit strong
capabilities for natural language understanding
with prompts (Liu et al., 2021), there are still issues
to be addressed such as explainability, controllabil-
ity of outputs as these systems fully reply on the
generative ability of pre-trained models. Moreover,



how to correctly understand instructions in con-
text/prompt (such as questions) is still challenging
for pre-trained models (Min et al., 2022; Jang et al.,
2022).
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