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Abstract

Existing syntax-enriched neural machine
translation (NMT) models work either
with the single most-likely unlabeled parse
or the set of n-best unlabeled parses com-
ing out of an external parser. Passing a
single or n-best parses to the NMT model
risks propagating parse errors. Further-
more, unlabeled parses represent only syn-
tactic groupings without their linguisti-
cally relevant categories. In this paper
we explore the question: Does passing
both parser uncertainty and labeled syn-
tactic knowledge to the Transformer im-
prove its translation performance? This
paper contributes a novel method for in-
fusing the whole labeled dependency dis-
tributions (LDD) of the source sentence’s
dependency forest into the self-attention
mechanism of the encoder of the Trans-
former. A range of experimental results on
three language pairs demonstrate that the
proposed approach outperforms both the
vanilla Transformer as well as the single
best-parse Transformer model across sev-
eral evaluation metrics.

1 Introduction

Neural Machine Translation (NMT) models based
on the seq2seq schema, e.g., Kalchbrenner and
Blunsom (2013); Cho et al. (2014); Sutskever et
al. (2014); Bahdanau et al. (2014), first encode the
source sentence into a high-dimensional content
vector before decoding it into the target sentence.

© 2022 The authors. This article is licensed under a Creative
Commons 3.0 licence, no derivative works, attribution, CC-
BY-ND.

Several prior studies (Shi et al., 2016; Belinkov
and Bisk, 2018) have pointed out that although
NMT models may induce aspects of syntactic re-
lations, they still cannot capture the subtleties of
syntactic structure that should be useful for accu-
rate translation, particularly by bridging long dis-
tance relations.

Previous work provides support for the hypoth-
esis that explicit incorporation of source syntactic
knowledge could result in better translation per-
formance, e.g., Eriguchi et al. (2016); Bastings et
al. (2017). Most models condition translation on a
single best parse syn:

arg max P(t|s,syn) (1)

t

where s and t are the source and target sentences
respectively. Other models incorporate the n-best
parses or forest (without parser probabilities and
labels), e.g., Neubig and Duh (2014). The idea
here is that the syntactically richer input (s, syn)
should be better than the bare sequential word or-
der of s, leading to a more accurate and sharper
translation distribution P(t|s, syn).

While most syntax-enriched strategies result in
performance improvements, there are two note-
worthy gaps in the literature addressing source
syntax. Firstly, none of the existing works con-
ditions on the probability distributions over source
syntactic relations. And secondly, none of the ex-
isting approaches conditions on the dependency
labels, thereby conditioning only on the binary
choice whether there is an unlabeled dependency
relation between two words.

Tu et al. (2010); Ma et al. (2018); Zaremoodi
and Haffari (2018) showed that the whole depen-
dency forest provides better performance than a
single best parse approach. In this paper we go



one step further and propose that a syntactic parser
is more useful if it conveys to the NMT model
also its remaining uncertainty, expressed as the
whole probability distributions over dependency
relations rather than a mere forest.

To the best of our knowledge, there is no pub-
lished work that incorporates a parser’s distribu-
tions over dependency relations into the Trans-
former model (Vaswani et al., 2017), let alone in-
corporating distributions over labeled dependency
relations into NMT models at large.

This paper contributes a generic approach for
infusing labeled dependency distributions into the
encoder’s self-attention layer of the Transformer.
We represent a labeled dependency distributions
as a three-dimensional tensor of parser probabil-
ities, where the first and second dimensions con-
cern word-positions and the third concerns the de-
pendency labels.

The resulting tensor is infused into the compu-
tation of the multi-head self-attention, where every
head is made to specialize in a specific dependency
class. We contribute empirical evidence that pass-
ing uncertainty to the Transformer and passing la-
beled dependencies both give better performance
than passing a single unlabeled parse, or an unla-
beled/labeled set of dependency relations with uni-
form probabilities.

2 Related Work

The role of source syntactic knowledge in better
reordering was appreciated early on during the Sta-
tistical Machine Translation (SMT) era. For exam-
ple, Mylonakis and Sima’an (2011) propose that
source language parses should play a crucial role
in guiding the reordering within translation, and
do so by integrating constituency labels of varying
granularity into the source language. Although,
NMT encoders have been claimed to have the abil-
ity to learn syntax, work on RNNs-based mod-
els shows the value of external source syntax in
improving translation performance, e.g., Eriguchi
et al. (2016), by refining the encoder component,
leading to a combination of a tree-based encoder
and a sequential encoder.

Noteworthy to recall here that the atten-
tion mechanism was originally aimed to capture
all word-to-word relations, including syntactic-
semantic relations. whereas, the work of Bastings
et al. (2017) has shown that a single unlabeled de-
pendency parse, encoded utilizing Graph Convo-

lutional Networks (GCNs), can help improve MT
performance. Ma et al. (2018) and Zaremoodi and
Haffari (2018) attempt to incorporate parse forests
into RNNs-based NMT models, mitigating parsing
errors by providing more candidate options. How-
ever, these two works only rely on the binary (un-
labeled) relations in all the sub-trees, ignoring the
elaborate probability relations between word posi-
tions and the type of these relations.

Although the Transformer (Vaswani et al.,
2017) is considered to have a better ability to
implicitly learn relations between words than the
RNNs-based models, existing work (Zhang et al.,
2019; Currey and Heafield, 2019) shows that even
incorporating a single best parse could improve the
Transformer translation performance. Followup
work (Bugliarello and Okazaki, 2020; Peng et
al., 2021) provides similar evidence by changing
the Transformer’s self-attention mechanism based
on the distance between the input words of de-
pendency relations, exploiting the single best un-
labeled dependency parse.

The work of Pham et al. (2019) suggests that
the benefits of incorporating a single (possibly
noisy) parse (using data manipulation, linearized
or embedding-based method) can be explained as
a mere regularization effect of the model, which
does not help the Transformer to exploit the ac-
tual syntactic knowledge. Interestingly, Pham et
al. (2019) arrive at a similar hypothesis, but they
concentrate on exploring how to train one of the
heads of the self-attention in the Transformer for a
combined objective of parsing and translation. The
parsing-translation training objective focuses the
self-attention of a single head at learning the distri-
bution of unlabeled dependencies while learning to
translate as well, i.e., the distribution is not taken
as source input but as a gold training objective. By
training a single head with syntax, they leave all
other heads without direct access to syntax.

Our work confirms the intuition of Pham et
al. (2019) regarding the utility of the parser’s full
dependency distributions, but in our model these
distributions are infused directly into the self-
attention while maintaining a single training ob-
jective (translation). Furthermore, we propose that
only when the full probability distribution matri-
ces over labeled dependency relations is infused
directly into the transformer’s self-attention mech-
anism (not as training objective), syntax has a
chance to teach the Transformer to better learn



syntax-informed self-attention weights.

3 Proposed Approach

A parser can be seen as an external expert sys-
tem that provides linguistic knowledge to assist the
NMT models in explicitly taking into account syn-
tactic structure. For some sentences, the parser
could be rather uncertain and spread its proba-
bility over multiple parses almost uniformly, but
in the majority of cases the parser could have a
rather sharp distribution over the alternative parses.
Therefore, simply passing a dependency forest
amounts merely to passing all alternative parses
accompanied with zero information on parser con-
fidence (maximum perplexity) to the Transformer
NMT model, which does not help it to distinguish
between the parsing information of the one input
from that of another. This could increase the com-
plexity of learning the NMT model unnecessarily.

An alternative is then to use for each sentence
a dependency distribution in the form of condi-
tional probabilities, which could be taken to rep-
resent the degree of confidence of the parser in the
individual dependency relations. Furthermore, we
propose that each dependency relation type (label),
provides a more granular local probability distri-
bution that could assist the Transformer model in
making more accurate estimation of the context
vector. This might enhance the quality of encod-
ing the source sentence, particularly because the
Transformer model relies on a weak notion or word
order, which is input in the form of positional en-
coding outside the self-attention mechanism.

Note that the word-to-word dependency proba-
bilities is not equivalent to using a distribution over
dependency parses. This is because in some cases
the word-to-word dependencies (just like word-to-
word attention) could combine together into gen-
eral graphs (not necessarily trees). We think that
using relations between pairs of words (rather than
upholding strict tree or forest structures) fits well
with the self-attention mechanism.

3.1 Dependency Distributions

Denote with |T'| target sentence length and with
encode(-) the NMT model’s encoder. We contrast
different syntax-driven models:

T
P(t|s,syn) ~ H P(t;|t<;, encode(s,syn)) (2)

i=1

with syn € {{L,U}DD, U{L,U}DD, {L,U}DP},
where {L,U}DD is the labeled/unlabeled de-
pendency distribution!, U{L,U}DD the uniform
labeled/unlabeled dependency distribution?, and
{L,U}DP the 1-best labeled/unlabeled depen-
dency parse. We also use LDA to stand for a model
were the attention weights are fixed equal to LDD
(i.e., not learned).

Our primary idea is to exert a soft influence on
the self-attention in the encoder of the Transformer
to allow it to fit its parameters with both syntax and
translation awareness together. For infusing the la-
beled dependency distributions, we start with “ma-
trixization” of labeled dependency distributions,
which results in a compact tensor representation
suitable for NMT models.
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Figure 1: Labeled dependency distributions

Figure 1 illustrates by example how we convert
the labeled dependency distribution (LDD) into a
three-dimensional LDD tensor. The x-axis and y-

"Unlabeled dependency distribution is the sum of labeled de-
pendency distributions on the z-axis, which is the same as
1-best unlabeled dependency parse.

1t is used for the purpose of ablation experiments, that is, the
value of each point in the 3-dimensional tensor is identical.



axis of the tensor are the words in the source sen-
tence, and the z-axis represents the type of depen-
dency relation. Each point representing a condi-
tional probability p(z, 7,1) = p(s;,1|s;) € [0,1] C
R of source word s; modifying another source
word s; with relation /.

LDD Matrix for a specific label [: The matrix
LDD!' extracted from the LDD tensor for a depen-
dency label [ is defined as the matrix in which ev-
ery entry (i,7) contains the probability of a word
s; to modify word s; with dependency relation /.

3.2 Parser-Infused Self-attention

Inspired by Bugliarello and Okazaki (2020), we
propose a novel Transformer NMT model that in-
corporates the LDD into the first layer of the en-
coder side. Figure 2 shows our LDD sub-layer.

The standard self-attention layer employs a
multi-head attention mechanism of h heads. For
an input sentence of length 7', the input of self-
attention head h; in the LDD layer is the word
embedding matrix X € R7*dmodel and the depen-
dency distribution matrix LDD* € R”*7 for label
I; assigned to head h; uniquely®. Hence, when we
refer to head h;, we refer also to its uniquely as-
signed dependency label /;, but we omit /; to avoid
complicating the notation.

As usual in multi-head self-attention (h being
the number of heads) for head h;, first it linearly
maps three input vectors, q, k,v € R1X@model for
each token, resulting in three matrices QM ¢
RTxd KM ¢ RT*4 and V" € RT*? where
dmodel 18 the dimension of input vectors, and d =
dmodel/h. Subsequently, an attention weight for
each position is obtained by:

th . KhiT
= T

At this point we infuse the resulting self-
attention weight matrix $" for head h; with the
specific LDD matrix LDD" for label I; using
element-wise multiplication. Assuming that déiq €
LDD', this is to say:

Shi A3)

hi _— ohi l;
n —squxd

v g forp,g=1,...T (4

The purpose of element-wise multiplication is to
nudge the attention mechanism to “dynamically”

3We group the original dependency labels into 16 alternative
group labels. The grouping is provided in Appendix A.

learn weights that optimize the translation objec-
tive but also diverge the least from the parser prob-
abilities in the dependency distribution matrix.

Next, the resulting weights are softmaxed to ob-
tain the final syntax-infused distribution matrix for
head h; and the label attached to this head [;:

N" = softmax($" © LDD") (5)

We stress that every attention head is infused
with a different dependency relation matrix LDD'
for a particular dependency relation /;. By focus-
ing every head on a different label we hope to “soft
label”, or specialize, it for that label.

Now that we have syntax-infused weights N’
we multiply them with the value matrix V" to get
the attention weight matrix of the attention head h;
for the relation ;.

M"i = NP . yh (6)

Subsequently, the multi-head attention linearly

maps the concatenation of all the heads with a pa-

rameter matrix WO € RfmodelXdmodel - and sends

this hidden representation to the standard Trans-
former encoder layers for further computations.

MultiHead(Q, K, V) = Concat(M"i, ..., M"™)W°® (7)

Finally, the objective function for training our
model with syntax knowledge is identical to that
of the vanilla Transformer (Vaswani et al., 2017):

T

Loss = — Z[yt In(ot) + (y: — 1) In(1—04)] (8)
t=1

Where y; and oy are, respectively, the true and
the model-predicted value at state ¢, and I" repre-
sents the number of states. The syntactic distribu-
tion matrices are not the object of optimization in
the model, so it is incorporated into the model in
the form of a parameter-free matrix.

4 Experiments and Analysis

Experimental Setup We establish seven distinct
sets of experiments, refer to Table 1. To be
specific, we will conduct particular experiments
to validate the empirical performance under both
medium size and small size training parallel cor-
pora. Apart from the different network structures
used in the models, the number of network lay-
ers are identical in the same language pair trans-
lation experiments for all models. Additionally,
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Figure 2: Labeled dependency distribution sub-layer (LDD'¢ for head h.)

the seven models in each experiment will use the
same parameter settings, loss function, and opti-
mizer algorithm. Experiments will employ BLEU-
{1,4} score (Papineni et al., 2002), RIBES score
(Isozaki et al., 2010), TER score (Snover et al.,
2006), and BEER score (Stanojevic and Sima’an,,
2014) as criteria for evaluating the model’s effec-
tiveness.

Parser: We employ an external dependency
parser SuPar (Zhang et al., 2020) to automatically
parse the source sentences. Since this parser was
trained using the biaffine method (Dozat and Man-
ning, 2016), we can extract dependency distribu-
tions by changing its source code.

Data: We evaluate the translation tasks for
three language pairs from three different language
families: English-Chinese (En—Zh), English-
Italian (En—1It), and English-German (En—De).
We chose dev2010 and test2010 as our validation
and test datasets from IWSLT2017 En—De and
En—1It tasks. In En—Zh, we randomly selected a
110K subset from the IWSLT2015 dataset as train-
ing set and used dev2010 as validation set, tst2010
as test set. Table 2 exhibits the division and statis-
tics of the datasets.

For training only, we first filtered out the source
sentences that SuPar cannot parse and sentences

that exceed 256 tokens in length. And then, we
used SuPar* to parse each source language sen-
tence to obtain the labeled dependency distribu-
tions and applied Spacy” to tokenize the source and
target languages, respectively. Finally, we replaced
words in the corpus with “<unk>" for words with
frequency less than two counts, and for each mini-
batch sentences, added “<bos>",“<eos>" tokens
at the beginning and end, and for sentences with
inconsistent lengths per mini-batch, added a corre-
sponding number of “<pad>" tokens at the end of
the sentences to keep the batch length consistent.

Hyperparameters: In the low-resource ex-
periments, the batch size was 256, the number
of layers for the encoder and decoder was 4, and
the number of warm-up steps was 400. In the
medium-resource experiments, their values were
512, 6, 4000, respectively. For the rest, we use the
base configuration of the Transformer (Vaswani et
al., 2017): All experiments were optimized using
Adam (Kingma and Ba, 2015) (where 31 was 0.9,
B2 was 0.98, € was 10-9) and the initial learning
rate was set to 0.0001, gradually reduced during
training as follows:

*https://github.com/yzhangcs/parser
Shttps://spacy.io/



Table 1: Five sets of experimental group description

Experimental group

Description

Baseline (BL)

+Labeled dependency attention only (LDA)

The original Transformer model.

Replace S matrix directly with the labeled dependency distributions.

+1-best labeled dependency parse (LDP)
+1-best unlabeled dependency parse (UDP)

Incorporate 1-best dependency tree with specific (e.g. 1) label.
Incorporate 1-best (regardless the type of dependency relations) dependency tree.

+Uniform labeled dependency distributions (ULDD)
+Uniform unlabeled dependency distributions (UUDD)

Incorporate uniform labeled dependency distributions.

Incorporate uniform unlabeled dependency distributions.

+Labeled dependency distributions (LDD)

Incorporate labeled dependency distributions with standard Transformer self-attention.

Table 2: Datasets statistics

Table 3: Multi30k evaluation results (En — De)

Task Corpus Training set  Validation set  Test set
Enelish — German Multi30k 29000 1014 1000
&l CTMANWSLT 2017 206112 888 1568
English — Italian  IWSLT 2017 231619 929 1566
English — Chinese IWSLT 2015 107860 802 1408

Ir = d.%7, - min(stepnum°®, step_num

)]
- warmup_steps ™~ %)

The number of heads in multi-head attention
was set to 8 (16 in LDD layer), the dimension of
the model was 512, the dimension of inner fully-
connected layers was set to 2048, and the loss
function was the cross-entropy loss function. The
checkpoint with the highest BLEU-4 score on the
validation set was saved for model testing during
training. The number of epochs was set to 50 (one
epoch represents a complete training produce). In
order to prevent over-fitting, we set the dropout
rate (also in our LDD layer) to 0.1.

4.1 Experimental Results

The experimental results for each model under
low- and medium-resource scenarios are shown in
Tables 3 to 6. The first group represents the base-
line model, while the remaining groups represent
the control models. It is necessary to note that the
last group is the model proposed in this paper.

As compared to the baseline model, either form
of modeling the syntactic knowledge of the source
language could be beneficial to the NMT models.
Whether it was in the choice of lexical (BLEU-
1) or in the order of word (RIBES), there was a
certain degree of improvement, which also sup-
ports the validity and rationality of incorporating
syntactic knowledge. The proposed model (LDD)
achieved the best score in at least three of the five
different evaluation metrics, regardless of the lan-
guage translation tasks. The proposed model con-
sistently reached the highest results on BLEU-4,

Model BLEU-1 RIBES BLEU-4 TER BEER
BL 5813  78.86 30.14 6295 0.59
””” 4LDA ~ | 5410 ° 80.10 | 3049 ~ 6347  0.61
+LDP 5426  79.58 30.71 79.58 0.61
+UDP 5584  78.96 31.05 63.38 0.60
+ULDD 5220  79.50 2780  63.02 0.59
+UUDD 53.38 79.75 2909 6334 0.60
+LDD 55.65  79.97™ || 31.29F  62.66'  0.61
LDD compared to BL | —A2.48 +ALIL | +A1.15 +A029 +A0.02
LDD compared to UDP | —®0.19 +®1.01 || +90.24 +90.72 +$0.01

' The black bold in the table represents the best experimental
results under the same test set.

2 A and @ represent the improvement of our model compared
to baseline and 1-best unlabeled parse system respectively.

3t and ! indicate statistical significance (p<0.05) against
baseline and 1-best unlabeled parse system via T-test and
Kolmogorov-Smirnov test respectively.

Table 4: IWSLT2017 evaluation results (En — De)

Model BLEU-1 RIBES BLEU-4 TER  BEER

BL 51.63 68.64 26.13 8334 0.53
T +LDA | ¢ 4980  69.04 | 2616 8353 053

+LDP 5112 6891 26.38 83.93 0.53
+UDP 5090  69.20 2639  84.65 0.53
+ULDD 50.80  69.56 2510 8276 0.53
+UUDD 48.85 68.90 25.41 86.19 0.53
+LDD 54981t 68.831 | 27781t 81.85F  0.54

LDD compared to BL || +A3.35 +A0.19 || +A1.65 +A1.49 +A0.01

LDD compared to UDP | +®4.08 —®037 | +®1.39 +®2.80 +0.01

I'The black bold in the table represents the best experimental
results under the same test set.

2 A and ® represent the improvement of our model compared
to baseline and 1-best unlabeled parse system respectively.

3T and ¥ indicate statistical significance (p<0.05) against
baseline and 1-best unlabeled parse system via T-test and
Kolmogorov-Smirnov test respectively.

which increased by at least one point when com-
pared to the baseline model, with an average in-
crease rate of more than 5%. Furthermore, in most
translation experiments, incorporating labeled de-
pendency distributions provided better outcomes
than the 1-best unlabeled dependency parse system
(UDP)°. This indicates the efficacy of providing
more parsing information, particularly the depen-
dency probabilities. In the low resource scenarios,
the models of incorporating syntactic knowledge

6 All previous work uses only 1-best unlabeled parse, which is
also our main comparison object. We will refer to it as 1-best
parse or 1-best tree below.



Table 5: IWSLT2017 evaluation results (En — It)

Model BLEU-1 RIBES BLEU-4 TER BEER
BL 54.14 68.58 27.11 77.52 0.56
T +LDA | 5125 69.90 || 2613 8123 056
+LDP 51.72 68.26 25.65 80.03 0.55
+UDP 53.17 69.90 28.13 76.18 0.56
+ULDD 51.30 67.83 2523 80.62 0.54
+UUDD 54.00 66.83 2523 78.41 0.55
+LDD 567311 69.69" || 29.341F 76341 0.57
LDD compared to BL || +A2.59 +AL1l | +A2.23 +AL18 +A0.01
LDD compared to UDP || +®3.56 —®0.21 || +®1.21 —®0.16 +®0.01

' The black bold in the table represents the best experimental
results under the same test set.

2 A and ® represent the improvement of our model compared
to baseline and 1-best unlabeled parse system respectively.

3% and * indicate statistical significance (p<0.05) against
baseline and 1-best unlabeled parse system via T-test and
Kolmogorov-Smirnov test respectively.

Table 6: IWSLT2015 evaluation results (En — Zh)

Model BLEU-1 BLEU-4 TER BEER
BL 46.53 18.31 67.96 0.20
T +LDA || - 4491 | 1825 ~ 7096 020

+LDP 4734 18.85 70.02 0.20
+UDP 46.92 19.71 67.29 0.20
+ULDD 40.67 17.89 77.04 0.19
+UUDD 34.14 18.05 79.27 0.18
+LDD 47.6211 | 20.251  67.38F 0.20

LDD compared to BL || +A1.09 | +A1.94 +A0.58 +A0.00

LDD compared to UDP || +®0.70 | +®0.54 —®0.09 +®0.00

! The black bold in the table represents the best exper-
imental results under the same test set.

2A and ® represent the improvement of our model
compared to baseline and 1-best unlabeled parse sys-
tem respectively.

3t and * indicate statistical significance (p<0.05)
against baseline and 1-best unlabeled parse sys-
tem via T-test and Kolmogorov-Smirnov test respec-
tively.

paid less attention to the neighboring words in
the corpus sentence because syntactic knowledge
may assist models in focusing on distant words
with syntactic relations, which was reflected in the
decrease of BLEU-1 scores. This problem was
alleviated in the richer-resource scenarios, which
also showed that the robustness of the models im-
proved.

For ablation experiments, passing the uniform
dependency distributions verifies our hypothesis.
A uniform probability tensor cannot provide valu-
able information to the Transformer model and
risks misleading the model, resulting in the worst
performance. Another notable finding is that sim-
ply incorporating labeled dependency distributions
(replacing the K and Q matrices in the attention
matrices) as dependency attention outperformed
the baseline model on average. The benefit of this
strategy is that by replacing K and Q matrices and
their associated calculation process can drastically

decrease the number of parameters and computing
requirements.

4.2 Qualitative Analysis

BLEU-4 Scores Comparison: We also at-
tempted to visualize the results to understand the
performance of the proposed model better. In Fig-
ure 3, although the 1-best parse model performs
better than the baseline model, the model we pro-
pose has higher scores than the baseline model
and the 1-best parse model in all the median, up-
per and lower quartile scores. From the original
scatter diagram, we can observe the scatter distri-
bution of the proposed model at the upper posi-
tion in general, indicating that, our model can earn
higher scores for translated results than the base-
line model and 1-best parse model.

0.6

0.4

0.2

0.0

1-best tree model

Baseline

Proposed model

Figure 3: Box plot of baseline model, 1-best tree model and
proposed model results

Impact of Sentence Length: We investigated
translation performance for different target sen-
tence lengths, by grouping the target sentences in
the IWSLT datasets by sentence length intervals.
We choose to group the target sentence lengths
rather than source sentence lengths because, cf.
Moore (2002), the source sentence and target sen-
tence lengths are proportional. Second, since the
target languages are different, and the source lan-
guage is English, we are particularly concerned
about the change in the length of sentences across
different target languages.

Overall, our model outperformed the baseline
system and 1-best parse system, as shown in Fig-
ure 4. Among them, the increase in the length
range (20,30], (30,40] and (40,50] were more pro-
nounced over the baseline system and 1-best parse
system. The BLEU-4 scores of both our model
and 1-best parse model were in danger of slipping
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Figure 4: BLEU-4 comparison in sentences length

below the baseline model in the sentence length
interval (0,10]. Corpus analysis shows that this
length interval contains many fragments, remain-
ing after slicing long sentences. Because the syn-
tactic structures of these fragments were incom-
plete, they may negatively impact on the model’s
translation performance. As sentence length in-
creased further, all models saw substantial declines
in BLEU-4 scores, following similar downward
patterns. When the sentence length exceeds 50,
the BLEU-4 scores of our method remained sig-
nificantly different from both the baseline model
and the 1-best parse model. These showed that
our proposed model has better translation perfor-
mance in lengthy sentences, but BLEU-4 scores
were still relatively low, indicating that the NMT
models have much room for improvement.

Attention Weights Visualization: The final
layer’s attention weights of the 1-best parse model
and the model we proposed are depicted in Figures
5 and 6, respectively. Judging from the compar-
ison of the figures, we find that there are certain
consistencies; for example, each word has higher
attention weights to the words around it. However,
the distinction is also discernible.

Specifically, for the word “A”, the word “A” and
the word “man” have a syntactic relation, which
was represented in both figures. However, the 1-
best parse model also provided “staring” a higher

1-best tree model's attention weights heatmap

Figure 5:
weights

An example of 1-best parse model’s attention

Proposed model's attention weights heatmap

token
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Figure 6: An example of proposed model’s attention weights

attention weight, which is contrary to the syntac-
tic structures, and the model we proposed resolved
this problem. For the word “man”, the 1-best parse
model did not pay proper attention to distance but
with syntactic relation word “staring”, on the con-
trary, in the proposed model, “staring” was paid at-
tention with a very high value. In a nutshell, both
the 1-best parse model and the proposed model are
better than the baseline model in terms of attention
alignment which demonstrates that the syntactic
knowledge contained in dependency distributions
can guide the weight computation of the attention
mechanism, directing it to pay more attention to
words with syntactic relations, thereby improving
the alignment quality to a certain extent.

5 Conclusion

This paper presented a novel supervised con-
ditional labeled dependency distributions Trans-



former network (LDD-Seq). This method primar-
ily improves the self-attention mechanism in the
Transformer model by converting the dependency
forest to conditional probability distributions; each
self-attention head in the Transformer learns a de-
pendency relation distribution, allowing the Trans-
former to learn source language’s dependency con-
straints, and generates attention weights that are
more in line with the syntactic structures. The
experimental outcomes demonstrated that the pro-
posed method was straightforward, and it could
effectively leverage the source language depen-
dency syntactic structures to improve the Trans-
former’s translation performance without increas-
ing the complexity of the Transformer network or
interfering with the highly parallelized character-
istic of the Transformer model.
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A Appendix: Dependency group labels

Table A: 16 alternative dependency group labels

Dependency group labels  Original dependency labels

I8 root

Iy aux, auxpass, cop

I3 acomp, ccomp, pcomp, Xcomp
Iy dobj, iobj, pobj

l5 csubj, csubjpass

I nsubj, nsubjpass

l7 cc

I3 conj, preconj

lg advcl

11() amod

111 advmod

12 npadvmod, tmod

l13 det, predet

l14 num, number, quantmod
lis appos

l16 punct




