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Abstract

This paper discusses the details of submis-
sion made by team Translation Techies to the
Shared Task on Machine Translation in Dravid-
ian languages- ACL 2022. In connection to the
task, five language pairs were provided to test
the accuracy of submitted model. A baseline
transformer model with Neural Machine Trans-
lation(NMT) technique is used which has been
taken directly from the OpenNMT framework.
On this baseline model, tokenization is applied
using the IndicNLP library. Finally, the eval-
uation is performed using the BLEU scoring
mechanism.

1 Introduction

A multilingual country such as India has a diversi-
fied population. Several languages are spoken at
various parts of the country (Chakravarthi et al.,
2019, 2018). Human spoken languages of India are
divided into various groups. Indo-Aryan and Dra-
vidian languages are the two primary families. For
almost 2600 years, there has been a recorded Tamil
literature (Sakuntharaj and Mahesan, 2021, 2017,
2016; Thavareesan and Mahesan, 2019, 2020a,b,
2021). The earliest period of Tamil literature,
known as Sangam literature, is said to have lasted
from from 600 BC to AD 300. Among Dravidian
languages, it possesses the oldest existing litera-
ture. The earliest epigraphic documents discov-
ered on rock edicts and ’hero stones’ date from
the sixth century BC. In Tamil Nadu, the Archae-
ological Survey of India discovered over 60,000
of the 100,000 odd inscriptions discovered in In-
dia (Subalalitha, 2019; Srinivasan and Subalalitha,
2019; Narasimhan et al., 2018). However, the En-
glish language dominates the content available on
the Internet (Chakravarthi, 2020; Chakravarthi and
Muralidaran, 2021). It is a difficult task to have a
human translator who can translate texts in across
all language pairs. This forms the basic purpose of
this shared task. We need constructive and precise

computer algorithms that need minimal human in-
tervention to bridge this massive language divide.
Machine translation can be used to complete this
task effectively.

With various conversational AIs and voice as-
sistants taking the world by storm, translation of
native and low-resource languages has become im-
perative. The Dravidian languages are morpho-
logically rich in nature and are hence, difficult to
deal with (Chakravarthi et al., 2020). The scripts
are different when compared to the Western scripts
and require more attention (Sampath et al., 2022;
Ravikiran et al., 2022; Bharathi et al., 2022; Priyad-
harshini et al., 2022). This task is an attempt to
utilise the existing tools for translation of low-
resource Dravidian languages. The goal here is
to develop a smooth algorithm which will help in
knowledge dissemination, and end-to-end speech
translation. We have used Neural Machine Trans-
lation in our approach towards this problem. The
rest of the paper is structured as follows: Section 2
Literature Survey, Section 3 Methodology, Section
4 Results obtained from the shared task and Section
5 Conclusion and Future Scope.

2 Literature Survey

As a result of improved processing capabilities and
training data, intensive research on MT began in the
early 1950s (Hutchins, 2004), and it has progressed
significantly since the 1990s. To accomplish more
and more accurate machine translation, a variety
of methodologies have been proposed (Hutchins,
2004). Statistical Machine Translation(SMT), a
subtype of Corpus-based translation, was the most
extensively applied of them because it produced
better results previous to the NMT systems.

The statistics-based method to machine transla-
tion does not employ traditional language data. It
functions on the basis of the probability principle.
In this situation, the word in the source language
corresponds to the comparable word in the target
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language. However, a large corpus of trustworthy
translations in both the source and target languages
is required. This strategy is comparable to that of
IBM’s research group in the early 1990s, which had
some success with speech recognition and machine
translation.

NMT approaches are data driven and demands
language resources such as a parallel corpora for
translation. When it comes to large-scale transla-
tion projects like English to German and English
to French, (Wu et al., 2016), it outperformed typ-
ical MT models. In recent years, several architec-
tures for neural network-based machine translation
have been proposed, including a simple encoder-
decoder based model, an RNN based model, and
an LSTM model that learns problems with long-
range temporal dependencies, as well as an Atten-
tion mechanism-based model, which is machine
translation’s most powerful neural model.

The evolution of Machine translation approaches
on Indian Languages was surveyed in detail giving
an overview from rule based methods used, Statis-
tical machine translation methods implemented on
the major Indian languages(J., 2013).

A sequence-to-sequence model based machine
translation system for the Hindi language was pro-
posed (Shah et al., 2018) which encouraged the use
of NMT architecture on Indian languages.

The neural based approaches in Machine Trans-
lation have gained more scope as the accuracy im-
proves based on the quality of the parallel corpora
and it may be beneficial to develop an extension of
the encoder–decoder paradigm that learns to align
and translate together (Bahdanau et al., 2016).

Transformer computes input and output rep-
resentations using self-attention rather than se-
quence aligned RNNs or convolution (Vaswani
et al., 2017).

This shared task addresses this issue and we have
implemented the Transformer model using Open-
NMT platform (Klein et al., 2017). The essential
principles of n-gram precision are used by BLEU
(Papineni et al., 2002) to calculate similarity be-
tween the reference and created phrases. Since it
employs the average score of all discoveries in the
test dataset rather than presenting results for each
sentence. Hence, we have used the BLEU metric
for the model in this paper.

The base model chosen is Transformer architec-
ture on OpenNMT framework and we have further
enhanced this model and applied to given five lan-

guage pairs. The results are tabulated based on
BLEU metric.

3 Methodology

This task explores the transformer approach in
OpenNMT framework. With less resources in
hand, the OpenNMT framework offers best mod-
els to experiment upon. The baseline model was
a Transformer architecture directly borrowed from
the OpenNMT framework and used on the Dravid-
ian Language pairs. [OpenNMT-py toolkit with
commands] The model was used for five language
pairs with different sizes of training, validation and
testing data as shown in Table 1.

Table 1: The five language pairs and the sizes of their
training, validation and testing files (Kumar M et al.,
2022).

Source Target Dataset size (in lines)
Train Valid Test

Kannada Malayalam 90974 2000 2000
Kannada Sanskrit 9470 1000 1000
Kannada Tamil 88813 2000 2000
Kannada Telugu 88503 2000 2000
Kannada Tulu 8300 1000 1000

The baseline model used the parallel corpora
without pre-processing and it was observed that
most of the words were tagged as unknown in the
output prediction file on the test set. So, the con-
figuration file was altered. In the configuration
file, the learning rate is set as 2, training steps as
10,000, valid steps as 500 and checkpoints to save
the model was created at every 500 steps. This file
was used without any further modification across
all given language pairs. It contains the paths to the
training source and target files, and the validation
files of the same.

On both the encoder and decoder, this config-
uration will run the default 2-layer LSTM model
containing 500 hidden units. The supplied parame-
ters worldsize = 1 and gpu ranks[0], which operates
on a single GPU.

The vocab is built using the ‘onmt_build_vocab’
command present in the OpenNMT-py package
installed in the first step. In this, ‘-n_sample’ rep-
resents the amount of lines extracted from each
corpus, used to create vocabulary.

Without any tokenization or transforms, this is
the simplest configuration conceivable. Using this,
many unknown tokens and less translated words
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were obtained. We used the same hyperparameters
for all the five language pairs.

In order to get better results, the input datasets
were tokenized before training, using the IndicNLP
library (Kunchukuttan, 2020). This helped to get
way better results for all the language pairs as more
translated words, and lesser unknown tokens were
produced.

4 Results

The sample text for five language pairs based on
training data is shown in Figure 1.

Figure 1: Sample data of all five language pairs from
the training set

After running the model on all the five language
pairs of Kannada-Malayalam, Kannada-Sanskrit,
Kannada-Tamil, Kannada-Telugu , and Kannada-
Tulu; the following BLEU scores in Table 2 were
obtained:

Table 2: The BLEU scores calculated for the prediction
files of the respective language pairs.

Source Target BLEU Score
Kannada Malayalam 0.0729
Kannada Sanskrit 0.7482
Kannada Tamil 0.0798
Kannada Telugu 0.1242
Kannada Tulu 0.6149

Despite using the same model and parameters
for all the pairs, different BLEU scores were ob-
tained. It can be observed that the model gave
best results for Sanskrit and Tulu despite the fact
that the dataset was smaller for these two. This is
because the test set has similar kind of sentences
when compared to train set. There is an overlap of
sentences and words used in the source and target
sets. As for Telugu, it performed fairly well. The
datasets used were small and limited. Hence, our
results do not give much insights into the perfor-
mance of the model. However, the scores can be
further improved by enhancing the quality of the

dataset and enhancing the model. Better transforms
and pre-processing techniques need to be applied
on the datasets before training to achieve the same.
Some techniques can be byte-pair encoding (Sen-
nrich et al., 2015) and data augmentation (Wei and
Zou, 2019) to get more translated words.

5 Conclusion and Future Scope

This paper describes the details of submission made
by team Translation Techies to the Shared Task
on Machine Translation in Dravidian languages-
ACL 2022. The Transformer architecture present
in OpenNMT framework along with modifications
is implemented in this shared task. The current
model can be further improved by providing larger
datasets and pre-processing them in detail. We
can use data augmentation and byte-pair encoding
techniques as well. Subword tokenization is also a
good technique to alleviate the problem with such
low-resource language pairs (Dhar et al., 2021).
The efficient translation of the Dravidian languages
is necessary as the need for smart systems are rising
rapidly.
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