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Introduction

We are excited to welcome you to DLGANLP 2022, the 2nd Workshop on Deep Learning on Graphs for
Natural Language Processing, to be held on July 15, 2022 as part of NAACL in Seattle. The DLG4NLP
workshop aims to bring together both academic researchers and industrial practitioners from different
backgrounds and perspectives to solve challenges in deep learning on graphs for NLP. This workshop
intends to share visions of investigating new approaches and methods at the intersection of graph ma-
chine learning and NLP. The workshop will consist of contributed talks, invited talks, position talks, and
panelists on a wide variety of novel GNN methods and NLP applications.

The NAACL conference is a premier publication venue for research in NLP. This year, the DLG4NLP
workshop includes four keynote talks, eight presentation sessions, two position talks, and a panel discus-
sion. We have a big “thank you” to say to the authors and speakers (Prof. Jiawei Han, Prof. Heng Ji,
Prof. Meng Jiang, and we are inviting more speakers when writing our preface).

This year, we had 12 Program Committee (PC) members who were responsible for reviewing 2 papers
each. Every submission received at least three reviews. The members of the Program Committee did
an excellent job in reviewing the submitted papers, and we thank them (Zhong Zhang, Sijie Cheng,
Suyuchen Wang, Sifan Wu, Haochen Shi, Qianggang Ding, Yu Chen, Qingkai Zeng, Yile Wang, Yulong
Chen, Meng Qu, Yuyan Chen) for their essential role in reviewing the papers and helping produce a high
quality program for the conference.

In addition, we thank Ryan Cotterell, the Publications Chair, and Ashish Sabharwal, Yunyao Li, Dan
Goldwasser, the Workshop Chairs for NAACL 2022, for their dedicated work in assisting workshop
organizers to produce high quality proceedings.

Finally, we thank all the conference organizers and participants for making DLG4NLP workshop at
NAACL 2022 a success and for growing the research areas of NLP with their fine work.

Lingfei Wu, Bang Liu, Rada Mihalcea, Jian Pei, Yue Zhang, Yunyao Li, workshop co-organizers.
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