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Abstract

To diversify and enrich generated dialogue
responses, knowledge-grounded dialogue has
been investigated in recent years. The exist-
ing methods tackle the knowledge grounding
challenge by retrieving the relevant sentences
over a large corpus and augmenting the dia-
logues with explicit extra information. Despite
their success, however, the existing works have
drawbacks on the inference efficiency. This
paper proposes KnowExpert, an end-to-end
framework to bypass the explicit retrieval pro-
cess and inject knowledge into the pre-trained
language models with lightweight adapters
and adapt to the knowledge-grounded dialogue
task. To the best of our knowledge, this is
the first attempt to tackle this challenge with-
out retrieval in this task under an open-domain
chit-chat scenario. The experimental results
show that KnowExpert performs compara-
bly with some retrieval-based baselines while
being time-efficient in inference, demonstrating
the effectiveness of our proposed method.'

1 Introduction

Numerous studies in recent years have established
sophisticated techniques to build open-domain di-
alogue systems. Although such systems can gen-
erate fluent and grammatically correct responses
based on the dialogue history, they are unsatisfac-
tory compared to human-to-human conversations.
One primary reason is that existing dialogue sys-
tems are incapable of understanding and leveraging
relevant knowledge, resulting in superficial and un-
intelligent responses when they dive into a specific
topic (Li et al., 2020). To overcome this limitation,
many research works have focused on developing
knowledge-grounded dialogue (KGD) systems (Di-
nan et al., 2019; Chen et al., 2020; Zhao et al.,
2020).
* These two authors contributed equally.

'Our code and models are available at https://
github.com/HLTCHKUST/KnowExpert.
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To equip the ability to incorporate knowledge,
many recently proposed KGD systems (Lian et al.,
2019; Kim et al., 2019; Roller et al., 2020; Chen
et al., 2020; Zhao et al., 2020) comprise the fol-
lowing modules: (1) Knowledge Retrieval, for
retrieving the related knowledge sentences from
a large corpus (e.g., Wikipedia); (2) Knowledge
Selection, for selecting the most relevant knowl-
edge sentences for generation; and (3) Knowledge-
augmented Generation, for augmenting the re-
trieved knowledge and conversation history to gen-
erate more knowledgeable responses. The key to
this approach is the explicit retrieval phase to en-
hance the quality of generated responses.

Despite demonstrating remarkable progress and
promising performance on the KGD task, the
retrieval-based approaches have drawbacks in their
efficiency. First, knowledge retrieval in corpora
requires a model to search over a large amount of
data, consuming considerable memory resources
to store the whole knowledge corpus. It also takes
additional processing time to retrieve knowledge
and conduct further knowledge selection. Sec-
ond, adding knowledge as additional context to the
language generation model also causes significant
computation overhead, which slows the language
generation process. Efficiency plays an essential
role in the practical use of dialogue systems, and it
is necessary to limit resource requirements so as to
generate responses faster and support more active
users.

Recently, large pre-trained language models
(LMs) have been shown to have the capability
to carry implicit knowledge (Wang et al., 2020;
Lauscher et al., 2020), which can be further ap-
plied to downstream classification tasks (Shwartz
et al., 2020). Many existing works have proved
that the “knowledge” can be embedded in the pre-
training process (Brown et al., 2020). The ex-
plorations on the closed-book question answering
(QA) task (Petroni et al., 2019; Roberts et al., 2020;
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Figure 1: High-level architecture of the model. Taking a dialogue history
as an input, the adapters are inserted upon the GPT-2 layers, acting as the
knowledge experts, to enhance the response generation with the help from
a topic model which assigns weights over the knowledge experts.

Wang et al., 2021) with large pre-trained LMs also
indicates the potential of leveraging the knowledge
embedded inside LMs. For task-oriented dialogue
systems, Madotto et al. (2020) store knowledge
bases (KBs) of different sizes directly into the
model parameters by aligning auto-extracted di-
alogue templates with the corresponding KBs for
each data sample. Based on their success in other
tasks, LMs have potential to apply their implicit
knowledge for open-domain KGD tasks. However,
our scenario is different from both the closed-book
QA and task-oriented dialogue tasks, where given a
question or user query, relevant knowledge choices
are highly constrained by the inputs. In contrast,
open-domain chit-chat suffers much from the one-
to-many issue between the inputs and possible out-
puts. In other words, given the inputs on a specific
topic, the choice of knowledge candidates is vary-
ing, which brings new challenges to embedding
knowledge in this task.

Inspired by the previous explorations on other
tasks, we propose to tackle the KGD challenge
by using the implicit knowledge in LMs un-
der the open-domain chit-chat scenario. In con-
trast to existing KGD systems, we bypass the re-
trieval step and propose an end-to-end framework,
KnowExpert, to learn the knowledge corpus with
the parameters of pre-trained LMs and incorpo-
rate the acquired knowledge for KGD generation.
In the model, lightweight adapters (Bapna and Fi-
rat, 2019) are inserted into the pre-trained GPT-
2 (Radford et al., 2019), acting as knowledge ex-
perts. Taking advantage of latent topics, the knowl-
edge sentences are embedded into different knowl-
edge experts by pseudo-conversation style training,
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Figure 2: Illustration of the training pro-
cedure, where the thick lined modules
are trained while the rest (dash lined)
kept frozen in each training step.

while the latent topics measure the relevance be-
tween the dialogue samples and the clusters. We
thus fine-tune LM layers where frozen pre-trained
adapters are inserted for task adaptation. Experi-
mental results show that KnowExpertperforms
comparably with some strong retrieval-based base-
lines, while its inference process is much more
efficient since extra knowledge sentences are not
required as a component of the inputs.

Our contributions are three-fold: (1) to the best
of our knowledge, we are the first to explore learn-
ing prior knowledge with generative models for
KGD tasks under open-domain chit-chat scenario;
(2) our model bypass an explicit knowledge re-
trieval process, and has constant inference time
regardless of the size of the knowledge corpus;
and (3) our model performs comparably with some
strong baselines and shows that a purely generation-
based method for the KGD task is promising.

2 Related Work

2.1 Knowledge-Grounded Dialogue

The KGD task requires models to identify rele-
vant knowledge sentences from a large corpus for
grounding the response generation. Information
retrieval (IR) systems, such as TF-IDF, can quickly
retrieve related knowledge over a large corpus.
However, the effectiveness is limited as they can
only be leveraged to coarsely retrieve several rel-
evant documents. However, providing the models
with more documents may not improve the system
since it will bring more noise into the inputs. What
is more, the length of the packed inputs could ex-
ceed the length limitation of the LMs. Thus, the
existing works still conduct further fine-grained
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Figure 3: The demonstration of the procedure of converting a document in the knowledge corpus (e.g., a Wikipedia
article) into the pseudo-conversation style. First, the article is split into sentences so that each to represent one
utterance. Then, random two utterances are permuted to avoid over-fitting (presented with dashed lines).

knowledge selection to improve the accuracy of
the knowledge retrieval process, which is one of
the critical problems in the KGD task. Motivated
by this, latent variables have been introduced to
minimize the gap between prior and the posterior
knowledge selection (Zhao et al., 2019; Kim et al.,
2019; Lian et al., 2019; Chen et al., 2020). Zhao
et al. (2020) explores the strategy to better rank
the knowledge sentences, avoiding the most rele-
vant candidates becoming truncated in the input
sequences. Some existing KGD systems generate
the knowledge first for further response genera-
tion. (Zhou et al., 2021) train the model to generate
implicit knowledge sentences for open-domain dia-
logue response generation. Instead of training the
large pre-trained LMs, (Liu et al., 2022) leverage
prompts for knowledge and response generation.
Cui et al. (2021) proposes the knowledge-enhanced
fine-tuning for better handling the unseen entities
in the conversation history. They also evaluate the
model when there is no knowledge sentence as
inputs during inference. However their proposed
method only focus on the problem of unseen enti-
ties, whereas it is less helpful on the seen domain.
In this paper, we propose a new promising direc-
tion to bypass the retrieval step and better lever-
age power of the pretrained LMs for knowledge-
grounded diaogue generation.

2.2 Knowledge Retrieval in LMs

The concept of knowledge retrieval in LMs
started with the proposal of the LAMA bench-
mark (Petroni et al., 2019), which heavily relies
on prompts. By constructing the prompts as “fill-
in-the-blank™ cloze statements, pre-trained LMs
can predict the factual knowledge (Petroni et al.,
2019; Shin et al., 2020). The application of the
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idea of knowledge retrieval in LMs also appears in
closed-book QA tasks. Roberts et al. (2020) inves-
tigates a simple fine-tuning technique on multiple
QA datasets and proves that T5 (Raffel et al., 2019)
can pack Wikipedia knowledge into its parameters.

2.3 Inference Efficiency in Language Model

Recent progress in natural language processing, in-
cluding dialogue systems, has been benefited by
Transformer-based large pre-trained LMs, yet cur-
rent “best performing" models tend to have a more
complex architecture with more parameters, which
is not ideal considering inference in practical ap-
plication. Many modified Transformer architec-
tures have been explored to speed up inference la-
tency while maintaining performance, for example,
by leveraging knowledge distillation to compress
or reduce the number of parameters (Tang et al.,
2019; Sanh et al., 2019; Jiao et al., 2020; Sun et al.,
2020), by performing a simple decomposition in
lower layers (Cao et al., 2020), or by converting a
structured decoder into a non-autoregressive mod-
ule (Sun et al., 2019). Contrasting previous works,
we emphasize the inference efficiency of our pro-
posed framework in shortening the input sequences
by removing the external knowledge components
and reducing the storage resources needed, and we
provide a faster inference process when scaling up
the knowledge corpus.

3 Methodology

In this section, we present the framework and learn-
ing algorithm of KnowExpert. First, we offer
several preliminary definitions used throughout
the paper. Second, we explain the architecture of
KnowExpert. Finally, we describe the strategy
to train the framework.



3.1 Preliminary Definition

We denote a dialogue dataset as {D"}_,, and the

dialogue history at turn ¢ as Dy = {(U;, S;)}i_,,
where Uy is the user utterance and S; the system
response. Along with the dialogue dataset, suppose
we have a knowledge corpus { K, }M_,, where
K, refers to a piece of knowledge (e.g., a sentence
from Wikipedia).

Given an input X; = (D;—1,U;), we aim to
learn a model fg to generate a knowledgeable re-
sponse S;. Existing works frame this task as re-
trieving related knowledge K; for augmented in-
put: S; = fo(X;, K;). Here, we propose to bypass
the retrieval process by adding knowledge into the
model parameters O to generate a response solely
based on dialogue history: S; = fe(X;).

3.2 KnowExpert Architecture

KnowExpert is composed of two components:
a GPT-2 with lightweight adapters and a contex-
tual topic model, as depicted in Figure 1. Inspired
by Peinelt et al. (2020), the topic model is intro-
duced to evoke knowledge stored in the GPT-2
guided by the topic information during response
generation.

GPT-2 with Adapters To incorporate knowl-
edge, we insert lightweight adapters (Bapna and
Firat, 2019) into each GPT-2 layer. The adapter
has a two-linear-layer structure, which enables fast
adaptation to targets. Given the hidden representa-
tion of the GPT-2 layer ¢, denoted as H; € RI*xh
where h and j are the hidden dimension and the
current generation step, respectively, the adapter
can be formulated as

Ag(H;) = ReLU(LN(H;)W;"YW; %" + H;,

where W4 ¢ Rh*d and ;9" ¢ RI* stand for
the trainable parameters in 6, LN(-) is layer normal-
ization (Ba et al., 2016), and d is the bottleneck
dimension. Here, we insert L knowledge adapters
parameterized as {0, }~ |, where each serves as a
knowledge expert in a certain topic domain.

Topic Modeling In KnowExpert, a topic
model is used to inform GPT-2 with more rele-
vant “topics” during response generation so as to
induce more context-appropriate knowledge. The
topic model is trained to cluster the training knowl-
edge corpus into a pre-defined number (L) of topic
clusters. While any sort of topic model can be used,
we adopt a contextual topic model (CTM) which
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outperforms traditional topic models (Bianchi et al.,
2021). The CTM combines pre-trained Sentence-
Transformers embedding representations (Reimers
and Gurevych, 2019) with a neural topic model,
Neural-ProdLDA (Srivastava and Sutton, 2017),
which takes advantage of Bag of Words (BoW) for
more coherent representation.

Once trained, given an input sequence, the topic
model outputs a L-dimension vector, which is its
probability distribution of the pre-clustered top-
ics. By taking the dialogue history as inputs, these
probabilities are utilized as the similarity weights
w = (w1, w2, ..., wr,) over the knowledge experts
to compute the weighted sum of their hidden states,
as shown in Figure 1. We utilize w under two dif-
ferent settings: (i) the Weighted-sum setting where
we weighted-sum the outputs from each knowledge
expert when passing the hidden state to the next
GPT-2 layer, and (ii) the One-hot setting where we
only consider the output of the knowledge expert
with the largest weight. The models trained under
these two settings are denoted as KnowExpert,,
and KnowExpert,, respectively.

3.3 Learning Procedure

Our training follows a three-step paradigm (Fig-
ure 2). In each step, each component of
KnowExpert is trained separately, which mim-
ics human behavior during conversations referring
to knowledge learned previously(Tuckute et al.,
2021).

(i) Topic Modeling Training. We use knowl-
edge sentences of the knowledge corpus in plain
text format to train the CTM, with the pre-trained
Sentence-Transformers frozen. For better guidance
during training, we predict the topic distribution w
using a concatenation of the dialogue history and
the response. (We also tried other input combina-
tions, but we achieve the best performance with
the current one.) During inference, however, this
scheme cannot be applied due to the absence of
responses. Thus, we further fine-tune the Sentence-
Transformer inside the CTM to deal with the ab-
sence of responses. In other words, we fine-tune
the Sentence-Transformer model to produce the
sentence embedding of the given dialogue history
as similar to the sentence embedding of the con-
catenation mentioned above. We leverage the mean
squared error (MSE) loss to evaluate the difference
between two sentence embeddings and provide the
model with supervison signals.



(ii) Knowledge Expert Training. We train a
set of L topic-specific knowledge adapters inserted
into the frozen backbone GPT-2 with the knowl-
edge corpus to generate a knowledge sentence. The
adapters are independently trained to minimize the
negative log-likelihood over the knowledge corpus
of the corresponding topic:

Lio=—> Y logp(kilkes),

kek! 1<i<|k|

where k; is the ith token of a knowledge sentence
in topic .

Differently to general pre-training, we expect
to leverage the pretraining process on the knowl-
edge experts to benefit the KGD task. Under this
case, dialogue-oriented training is required (Xu
and Zhao, 2021). Motivated by this, we convert
the format of knowledge sentences from plain text
to a pseudo-conversational style to reduce the gap
between knowledge expert training and task adap-
tation. The procedure of conversion is depicted in
Figure 3.

First, we split a document of the knowledge
corpus (e.g., a Wikipedia article) into sentences,
and make each sentence a single utterance. Then,
we randomly select 20% of utterances and replace
them with the nearest selected utterance in each dia-
logue to avoid the adapters over-fitting to a specific
order of the knowledge sentences. The replacement
is done dynamically for every epochs. Adding the
token type embeddings and special tokens between
knowledge sentences, we treat the knowledge sen-
tences for knowledge expert training in the same
way as the dialogues for task adaptation. Note that
we make each knowledge sentence act as a system
utterance and a user utterance respectively so as to
ensure that each is trained as a system utterance.

(iii) Task Adaptation. In the task adaptation
step using the dialogue dataset, the whole GPT-2
model, except the inserted knowledge experts, is
fine-tuned to generate a knowledgeable response:

ETask = - Z Z Ing(57|SZZ7th)7

1<Sn<N 1<i<y

where each response is denoted as S’f = {s? g:0~
In this process, the number of trainable parameters
is the same as that of the original GPT-2 model.
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4 Experiments

4.1 Datasets

We conduct experiments on two datasets: Wiz-
ard of Wikipedia (WoW) (Dinan et al., 2019)
and CMU Document Grounded Conversations
(CMU_DoG) (Zhou et al., 2018). In the training
process, we collect all the knowledge sentences
provided by the WoW and CMU_DoG datasets to
build a knowledge corpus with 117,495 articles.

4.2 Training Details

Topic Modeling. For preprocessing, we limit the
vocaburary size for BoW to 20000. The num-
ber of topic clusters L is set as 4. We use the
frozen ROBERTa (125M) model pre-trained with
the NLI datasets (Conneau et al., 2017) and STS
Benchmark (Cer et al., 2017) provided by Wolf
et al. (2020) as the Sentence-Transformer inside
the CTM. The CTM is trained with the Adam opti-
mizer (Kingma and Ba, 2015) with 8 = 0.9, 52 =
0.999, and a learning rate of 2e—3. For further fine-
tuning of ROBERTA, we apply the Adam optimizer
with the same (1, 85 and a learning rate of le—6
with a linear scheduler.

Knowledge Expert Training. We utilize the
CTM model to split the knowledge corpus men-
tioned above into L clusters for training the corre-
sponding £ knowledge experts. In the experiments,
we utilize the pre-trained GPT-2 (117M) model pro-
vided by Wolf et al. (2020). The adapter bottleneck
dimension d is set to be 768 for the knowledge
adapters. All the adapters are learned with the
Adam optimizer with 51 = 0.9, 85 = 0.999. The
learning rate is set to be 1e—4 for knowledge expert
training with a linear scheduler, and the knowledge
experts are trained with 50 epochs.

Task Adaptation. For task adaptation, we keep
the same hyper-parameter setting as in knowledge
expert training, while the learning rate is set as
le—5. The maximum number of training epochs
is set as 50 with a linear learning rate scheduler
and the patience for early stopping as 5. We em-
ploy a greedy search in decoding responses. Also
noted that, each experiment mentioned above is
conducted on a single RTX 2080 Ti GPU.

4.3 Baselines

We selected baseline models which follow the
retrieval-encode schema, based on the relevance
to our experimental settings: (i) DRD (Zhao et al.,



Model ‘WoW Seen WoW Unseen CMU_DoG
PPL| FI1 Dist-11 Dist-2t PPL] FI11 Dist-11 Dist-21 PPL| FI11
DRD 23.0 18.0 - - 25.6 16.5 - - 544 107
Retrieval-based ZRGKG 404 18.7 54 22.5 41.5 18.6 34 15.6 535 125
Approach GPT-2¢;unc 146 18.7 - 169 183 - - 18.6 10.8
PP KnowledGPT 19.2 22, 8.9 36.2 223 20.5 6.0 23.8 20.6 13.5
GPT-2¢ 18.8 17.0 49 21.1 21.0 163 3.9 16.8 17.8 11.8

Retrieval-free KE-Blender' 155 17.0 - - 184 167 - - - -
Approach KnowExpert +causal 152 18.4 6.4 26.4 20.0 16.6 49 20.4 16.8 12.1
pp KnowExpert,, (ours) 16.0 184 6.6 27.2 212  16.6 5.2 21.6 17.8  12.1
KnowExpert,, (ours) 153 18.7 6.8 27.9 20.1 16.7 5.2 21.2 172 12.5

Table 1: Automatic evaluation results (L = 4). PPL is short for Perplexity; F1 refers to the unigram-F1 score
between the generated and gold responses; Dist-1/2 denotes uni-gram and bi-gram distinct metrics. We highlight
the best results for each group in bold. We also underline the cases when our proposed KnowExpert outperforms
the retrieval-based models. T Although KE-Blender is not a retrieval-free model, we present its reported inference

performance without the knowledge inputs.

Winning Rate (%) WoW Seen WoW Unseen
Models Info. Human. Info. Human.
KnowExperty, vs. GPT-2¢ 57.68 48.69 59.26 56.13
KnowExpert, vs. GPT-2;y 64.46 5442 55.88  53.67

Table 2: Human evaluation results in terms of the win-
ning rate of our model over the GPT-2; baseline for
Informativeness and Humanness. A significance pair-
wise t-test is conducted and the results in bold are sig-
nificantly better than those from the baseline model
(p < 0.05).

# of WoW Seen  WoW Unseen Average
Clus. ppr| FI4+ PPLL FIt  FIt
4 1595 1841 21.18 16.61 17.51
8 16.22 18.14 21.21 16.58 17.36
16 1643 18.05 21.12 16.76 17.41

Table 3: Effects of the number of topic clusters. We
present the results when setting the number of pre-
defined topic clusters as 4, 8 and 16 while utilizing
one-hot knowledge adapters (KE,) to keep the same
number of parameters in the models.

2019) intends to combat low-resource settings with
pre-training techniques; (ii)) ZRGKG (Li et al.,
2020) explores the response generation problem
without leveraging the matching annotations be-
tween the context-response and the knowledge sen-
tences during training; (iii) GPT-2¢ync (Zhao et al.,
2020) randomly ranks the provided knowledge sen-
tences and directly concatenates them with the dia-
logue context as inputs, while truncating the part
exceeding the maximum input length; (iv) Knowl-
edGPT (Zhao et al., 2020) exploits pre-trained
LMs as both a knowledge selection module and
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a response generation module which are optimized
jointly; (v) KE-Blender (Cui et al., 2021) proposes
knowledge-enhanced finetuning during training to
better handle the unseen entities in the dialogue
history. KE-Blender is not a retrieval-free model,
but we focus on the case of no knowledge inputs
during inference for KE-Blender, which is similar
to our settings.

As an additional baseline for comparison among
the solely generation-based approaches, we fine-
tune the whole GPT-2 model to generate responses
given dialogue contexts, without accessing an ex-
plicit knowledge corpus (GPT-2¢). To evaluate
the effect of dialogue-oriented training for knowl-
edge experts, we train the knowledge adapters with
GPT-2-style causal pre-training and keep the other
settings unchanged. The corresponding model is
denoted as KnowExpert,,+causal.

4.4 Evaluation and Model Selection

Automatic Metrics Following Dinan et al.
(2019), we present the perplexity (PPL) of gen-
erating the gold responses and uni-gram F1 as auto-
matic evaluation metrics. The uni-gram F1 metric
is implemented with the ParlAI ? package. In ad-
dition, we also evaluate the uni-gram and bi-gram
diversity of the generated response with the corpus-
level DISTINCT (Li et al., 2016) metric.

Human Evaluation In addition to the automatic
evaluation, we conduct human evaluation over the
generated responses from two aspects: Informa-
tiveness (Info.) and Humanness (Human.). “Info.”

https://github.com/facebookresearch/
ParlAI
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User: Orc.
Context System: Orcs are cool fictional humanoid beings.

User: Yeah, I’ve seen them in a lot of things like magic and dnd.

D k h ? Th i he Itali insula.
Generated Expert | 0 )./ou now about the 0rc§ ey are native Fo the Ita .1an peninsula X

Topics of Cluster 1: east, river, south, state, city, area, island, ...
responses
with single Expert 2 They are a subgenre of “art games” that are a subgenre of video games. X
knowledge P Topics of Cluster 2: rock, band, music, album, football, single, ...
expert in Expert 3 Orecs are cool, they are a subspecies of elves in the warcraft universe. v
z(glowf)xpertw p Topics of Cluster 3: fiction, story, characters, novel, film, stars, ...

Expert 4 They are a legendary race that are native to the americas. X
p Topics of Cluster 4: bon, bucks, rutgers, canberra, ivy, nets, ...

They are a fictional humanoid creature from the "dungeons & dragons" fantasy
KnowExpert,, .

roleplaying game.

Table 4: Case study on the effect of different knowledge experts in KnowExperty, (L = 4). Expert 1/2/3/4 denotes
the generated responses with the same context with KnowExpert,, using different knowledge experts separately
on the WoW test seen set. Along with the generated responses, we also show the topic keywords of each cluster
extracted with the topic model in § 3.2. In this example, Expert 3 is more related to the topic of the dialogue context.

evaluates how knowledgeable the generated re-
sponses are, based on the amount of new infor-
mation introduced into the conversations and the
factuality of the responses, while “Human.” is used
for evaluating the fluency and the coherence of the
generated responses.

A/B testing is utilized to compare our proposed
framework, KnowExpert,, and KnowExpert,, with
the GPT-2¢ baseline on the WoW dataset. For each
comparison, the same context and two options gen-
erated by the models in comparison are shown to
the annotators. Each comparison requires three
judgments, and 100 data samples are randomly se-
lected from each domain. We conduct a human
evaluation using a crowd-sourcing platform offered
by Amazon Mechanical Turk.? We ensure that each
sample is evaluated by three annotators. Further
details and annotator instructions are included in
Appendix B.

Model Selection In the training procedure, we
have different criteria for selecting models for the
three training steps: In (i) and (ii), we train the cor-
responding model for a specific number of epochs;
in (iii), the model is selected according to the sum
of the PPLs on the seen and unseen validation sets.

4.5 Results

Table 1 reports the automatic evaluation results.
The improvements over the baseline model GPT-

*https://www.mturk.com
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2¢ demonstrate the effectiveness of our proposed
framework. In this task, KnowExpert,, performs
comparably with the retrieval-based baselines, es-
pecially on the seen domain, without using ei-
ther retrieval or any explicit extra knowledge in-
put in the inference process. Compared with the
KE-Blender model under the retrieval-free setting,
KnowExpertshows a significant advantage on
the WoW seen and CMU_DoG datasets. In addi-
tion, KnowExpert,, also shows consistently better
performance over KnowExpert,. Without dialogue-
oriented training, the performance of the proposed
model (KnowExpert, +causal) drops even below
tha of the model with the one-hot setting, which
shows the importance of dialogue-oriented training.
Despite the improvements over the baseline model,
we also observe a performance gap between the
seen and unseen domains, which requires future
work.

Table 2 shows the human evaluation results in
terms of the winning rate for Info. and Human. The
results indicate that the introduction of the knowl-
edge experts brings the GPT-2 model a significant
improvement in generating a more informative re-
sponse, without hurting the fluency and coherence
of the generation under the weighted-sum setting.
However, when using the knowledge experts under
a one-hot setting, the improvement is not as large
as that of the weighted-sum one on the unseen do-
main, which follows the results of the automatic
metrics.
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Figure 4: Inference efficiency of our approach generating 100 samples. We show the time on a logarithmic scale and
the knowledge corpus sizes in ascending order. In the figure above, we demonstrate the overall end-to-end inference
time of our method with the generation length of 23 (average response length in WoW dataset).

4.6 Effects of Number of Topic Clusters

The number of topic clusters is an important hy-
perparameter since it crucially impacts the qual-
ity of topic modeling and knowledge expert train-
ing. Because of the nature of the WoW and
CMU_DoG datasets, we conduct experiments with
L = 4,8,16. In Table Al in the Appendix, we
show in detail the most frequent words for each
topic cluster with different numbers of topic clus-
ters. For example, Cluster 2 when L = 8 is strongly
related to the movie domain. As shown in Table 3,
we select L = 4 since it achieves the best average
F1 on two WoW test sets.

4.7 Case Study

We leverage different knowledge experts in a one-
hot manner, generating responses with only one
knowledge expert and the same dialogue history
to study what each knowledge expert captures. As
shown in Table 4, the responses generated with
different knowledge experts tend to lean into differ-
ent cluster topics with the same context. We also
provide another example in Table A2. Some se-
lected keywords are shown below, and more topic
keywords are listed in Table A1 in the Appendix.
Comparing the responses with the listed topic key-
words, our knowledge experts tend to focus on the
topics to which the knowledge documents they are
trained on belong. For example, with the same con-
text, Expert 2 is leaning into the music domain as
Cluster 2 is strongly related to music, while Expert
3 relates more to the fiction topics, which align

with the topic in Cluster 3. In addition, the shown
cases also support the observation from Table 1
that the mixture-of-experts approach ensures a bet-
ter model performance. The generated response of
KnowExpert,, is more on-topic and accurate thanks
to leveraging the weighted sum of the experts. The
above findings indicate that the proper ensemble of
experts also helps the response generation.

Although the generated responses appear to be
knowledgeable and fluent, they frequently raise an
issue of factual correctness; for example, “Orcs’
are not directly related to the “Italian peninsula”.
We also observe that a knowledge expert whose
topics are more similar to the topic of the dialogue
tends to generate more factual responses.

]

4.8 Inference Efficiency

We evaluate the response generation inference time
of KnowExpert and two other retrieval-based
baselines: ZRGKG and KnowledGPT. In addition
to the time to generate responses, we also con-
sider the time required for retrieving knowledge
candidates from knowledge corpora of different
sizes against the time required for topic model-
ing in KnowExpert. We take the retrieval meth-
ods TF-IDF, DPR (Karpukhin et al., 2020), and
GENRE (Cao et al., 2021) for comparison. To have
a fair comparison with our approach, we measure
the end-to-end inference time by summing the time
for retrieval and response generation. The genera-
tion length is pre-defined as the average response
length in the WoW dataset. We randomly sample
100 instances from WoW seen and unseen test set

100



and average the inference time of 10 trials. The
detailed configuration is listed in Table C1 in the
Appendix.

As shown in Figure 4, KnowExpert requires
the least computing time and keeps a constant com-
putational cost, regardless of the size of the knowl-
edge corpus. This is because our topic modeling
requires a constant computational cost, while that
of TF-IDF or DPR incurs an increasing cost as the
size of the knowledge corpus increases. Addition-
ally, our model does not require a large external
corpus during the inference time. These results
suggest that our model is suitable for deployment
in resource-limited platforms, such as in the on-
device setting.

5 Conclusion

We propose KnowExpert, a retrieval-free frame-
work for the KGD task. KnowExpertis the first
attempt to tackle the challenge of injecting knowl-
edge into the model parameters and leveraging
it for the KGD task. We leverage light-weight
adapters as knowledge experts, then train the back-
bone model to take advantage of them for response
generation. By these means, our method can gen-
erate more knowledgeable responses without an
explicit retrieval step compared to our baseline
model. By bypassing the retrieval step over the
knowledge corpus, the inference efficiency of the
model is improved. Experimental results show that
KnowExpert performs comparably with some
retrieval-based models, demonstrating the promise
of our proposed research direction.
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A Additional Cluster Analysis

We show in Table Al the topic keywords list of
each cluster when the pre-defined number of clus-
ters L = 4,8,16 in our Contextualized Topic
Model. An additional example for case study is pre-
sented in Table A2. Similar to the analysis in Sec-
tion 4.7, the provided dialogue history is aligned
with the topics of Cluster 3, so the model is able to
generate factual correct informative response with
solely Expert 3, whereas the other experts are not
helpful for the given data sample.

In Figure A1, we present the ratio of each cluster
when L = 4,8,16. From the cluster distribution,
we can observe that there is a dominant cluster in
the WoW training data across different numbers of
clusters. This is because of the nature of the WoW
dataset. While setting a larger number of clusters
will help the cluster ratio over the training and test
sets to be more equal distributed, it will also lead to
the problem that there is insufficient training data
for each cluster during task adaptation.

B Additional Details on Human
Evaluation

We collect human annotations for both humanness
and informativeness via crowd-sourcing platform
provided by Amazon Mechanical Turk.* For qual-
ity control, we limit the annotators’ locations to
be the United States, United Kingdom, Canada, or
Australia to ensure English proficiency. Moreover,
we qualify annotators with a HIT Approval rate
larger than 95% and HIT Approved number greater
than 5000. As the average time that annotators will
spend per response comparison for informativeness
is 168 seconds, we reject annotators who spend
less than 10 seconds so as to maintain the quality.
The annotator instructions for human evaluation
are shown in Figure B2 and Figure B2. Each an-
notator is asked to judge either the humanness or
informativeness of one dialogue. To get a consis-
tent observation, we use the same 100 randomly
selected prefixes of the dialogues across the com-
parisons.

C Configuration for Inference Efficiency

We randomly sample 100 data samples from the
seen and unseen test set of WoW, respectively. The
sampled data are leveraged for all the inference
efficiency evaluation experiments. We set the batch

*nttps://www.mturk.com
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Figure A1: Ratio of the dialogue samples in WoW train-
ing set when L = 4, 8, 16. From the cluster distribution,
we can observe a dominant cluster in the WoW training
data.

size as 1, and repeat each evaluation five times
respectively on samples from seen and unseen test
set. The final value is the average of ten trials.
The device configuration for inference efficiency
evaluation is shown in Table C1 and Table C2. For
the generation inference time evaluation, to have a
fair comparison, the generation length is set as 23
for all the models, where 23 is the average response
length in the WoW dataset.

Model Device (CPU / GPU) # of Device
TF-IDF Intel Xeon E5-2620 V4 CPU 1
DPR GeForce GTX 1080Ti 1
GENRE GeForce GTX 1080Ti 1
CTM Intel Xeon E5-2620 V4 CPU 1

Table C1: Device configuration for knowledge retrieval
methods and CTM topic modeling.

Model Device (CPU/GPU) # of Device
ZRKGC GeForce GTX 1080Ti 2
KnowledGPT GeForce GTX 1080Ti 1
Ours GeForce GTX 1080Ti 1

Table C2: Device configuration for response generation
(with knowledge selection if applicable).
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L=4

cluster 1 east, west, river, south, state, city, area, district, north, center, largest, island, park, states, county

cluster 2 rock, band, records, music, team, song, album, club, football, record, league, studio, single, released, professional

cluster 3 fiction, story, characters, book, disney, novel, episode, film, films, comic, stars, comics, opera, comedy, character

cluster4  pain, bon, canberra, blocked, rutgers, khalil, edmonton, auckland, auburn, capitals, akron, karim, woodstock, cougars, euro

L=38

cluster 1  systems, theory, data, software, computer, information, person, system, value, mobile, use, users, user, physical, devices

cluster 2 film, character, characters, episode, comic, television, comedy, fiction, story, comics, directed, novel, films, fictional, fantasy

cluster 3 company, school, university, students, education, founded, schools, institute, president, department, business, public, united, states, private
cluster4  empire, roman, german, period, chinese, century, russian, soviet, religious, french, bc, king, war, battle, dynasty

cluster 5 area, south, city, north, west, ye, located, river, population, east, park, part, county, region, island

cluster 6  sugar, yellow, rice, tree, meat, cats, neck, pain, egg, sauce, corn, chicken, breed, hair, cheese

cluster 7 music, band, rock, song, album, records, studio, singer, pop, single, guitar, group, songs, recorded, released

cluster 8 league, team, football, club, sports, professional, championship, hockey, baseball, teams, cup, basketball, division, played, racing

L=16

cluster 1 team, football, league, club, championship, cup, basketball, hockey, wrestling, professional, baseball, olympic, teams, race, rugby
cluster 2 company, brand, car, chain, ford, owned, cars, corporation, stores, inc, brands, sold, manufacturer, headquartered, restaurant
cluster 3 film, episode, directed, stars, fox, drama, comedy, cast, aired, episodes, soap, abc, show, opera, movie

cluster 4 light, used, water, surface, temperature, earth, power, energy, materials, chemical, space, speed, material, carbon, electric

cluster 5 album, records, song, studio, single, release, track, recorded, lead, songs, chart, recording, label, hot, hit

cluster 6 war, army, military, party, navy, ii, forces, election, force, battle, soviet, royal, corps, armed, campaign

cluster 7 care, organization, laws, act, tax, organizations, education, non, profit, policy, legal, law, health, rights, agency

cluster 8 brain, blood, normal, condition, cause, sleep, eye, causes, fever, heart, psychological, surgery, emotional, loss, drugs

cluster 9 ocean, mountain, region, land, coast, pacific, islands, sea, gulf, island, mountains, capital, rivers, km, river

cluster 10 computer, digital, data, software, internet, web, code, users, devices, value, mobile, application, device, systems, user

cluster 11  street, park, center, road, railway, station, historic, built, building, route, located, highway, opened, city, line

cluster 12 century, chinese, greek, christian, modern, medieval, ancient, period, middle, ad, roman, traditions, culture, bc, tradition

cluster 13 yellow, bird, tree, flowers, breed, meat, rice, dog, wild, white, sugar, leaf, colour, pepper, flower

cluster 14  professor, father, mother, worked, born, graduated, institute, degree, married, studied, bachelor, moved, mary, graduate, attended
cluster 15  bass, jazz, guitar, music, festival, stage, dance, theatre, artists, musical, bands, piano, hip, musician, blues

cluster 16 fantasy, comics, published, comic, game, fiction, book, universe, books, marvel, created, video, playstation, developed, dc

Table Al: Top 15 frequent words for each topic cluster of CTM with L = 4, 8, 16.

Context ‘ User: Harry Potter.
Expert 1 Harry Potter is an American author, investor, philanthropist, and philanthropist. X
p Topics of Cluster 1: east, river, south, state, city, area, island, ...
Case study
with single Expert 2 Harry Potter is an American musician, songwriter, record producer, and actor. X
knowledge p Topics of Cluster 2: rock, band, music, album, football, single, ...
expert in Expert 3 Harry Potter is a fantasy novel, written by J. K. Rowling. %
KnowExperty, (L = 4) P Topics of Cluster 3: fiction, story, characters, novel, film, stars, ...
I'love Harry Potter, its a great American toy company
Expert 4 . . X
Topics of Cluster 4: bon, bucks, rutgers, canberra, ivy, nets, ...

KnowExpert,, ‘ I love Harry Potter. It’s a great American children’s book series.

Table A2: Case study on generated responses using the KnowExpert,, model (L = 4) with the same context on
the WoW test unseen set.
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Judge Humanness

Instructions «

Overview

In this job, you will be presented with conversations between user A and user B, while it's possible that only the utterance from user A is
presented. Review the conversations to determine which possible next utterance of user A sounds more human (fluent and natural).

Steps

1. Read the conversation.
2. Determine which utterance sounds more human.

Examples
Conversation 1 Humanness: Option 1
User A: ilove noodle soup so much! Option 1 sounds more human since Option 2 does not reflect the

User B: noodle soup is delicious! do you make homemade noodle soup  |context.
or do you prefer to go out?
User A: | prefer to go out. I'm not a good cook haha

1. haha, well | am and that's why I'm asking! i've never had a good
noodle soup recipe online. that sounds amazing though

2. ihearya,i've never had one that wasn't soulless, and that's just my
opinion though.

Conversation2 Humanness: Option 2

User A: nice, what drinks do they produce? Option 2 sounds more human, since Option 1 is repetitive.
User B: i would say one of there most popular items is "coors light"
which was first produced in 1978, so after 105 years of being founded.
but they sell all kinds of beer.

User A: what share of the market for beer did they capture?

1. they are the Iargestgroducer of beer in the world. they are the
largest producer of beer in the world.
2. i'mnot sure, but they are the largest producer of beer in the world.

Conversation 3 Humanness: Both

User A:do you have a lot of work this week? Both Option 1 and Option 2 fit in the context and fluent.
User B: not much. any plans this weekend?

User A:i'm going to try that thing where you hang from a wire as you go
down. do you know what is it called?

1. ziplining?
idunnoihavent heard of that before.

Read the conversation below:
User A: the walking dead (tv series)
User B: the walking dead is a kewl post apocalyptic horror tv show.

User A:i have never watched it. who is in the show?

Option 1: itis a series of vampire based on the vampire lore of the american vampire hunter.
Option 2: itis a american adult animated series created by matt stone.
Which response sounds more human? (required)

Option 1

Option 2

Both
Neither

Figure B2: Human evaluation template for judging Humanness.
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Judge Knowledgeable

Instructions ~

Overview

In this job, you will be presented with conversations between user A and user B, while it's possible that only the utterance from user A is
presented. Review the conversations to determine which possible next utterance of user B sounds more knowledgeable, according to the amount
of new information introduced to the conversation and the correctness of the utterance.

Steps

1. Read the conversation.
2. Determine which utterance sounds more knowledgeable.

Examples

Conversation 1

User A: [enter the room]

User B: [enter the room]

User A: ever tried snapple? i'm not a huge fan of iced tea but it's really
good.

1. ilove snapple, it is a carbonated soft drink
2. ilove snapple. it's a sweet, sweet, and sour apple.

Knowledgeable: Option 1

Option 1 sounds more knowledgeable since Option 1 correctly
mentioned that snapple is actually a type drinks, which Option 2
regarded it as an apple.

Conversation2

User A: i just got a husky puppy

User B: it sounds cute! huskies are known amongst sled-dogs for their
fast pulling style.

User A: i guess in the north they are working dogs huh?

1. yes, they are also known as sled dogs.
2. ﬁes, they are working dogs. they are also known for their ability to
ear sounds that are too faint for humans.

Knowledgeable: Option 2

Option 2 sounds more knowledgeable, since Option 1 does not really
introduce new information into the conversation.

Conversation3

User A: what is another interesting fact about the color blue?

User B: well with blue the eye perceives blue when observing light with
adominant wavelength between 450 and 495 nanpmetres.

User A: wow, that is way above my head. when i think of colors, i
basically just think of what i can see, but its crazy there are a lot more to
it then " hey, there is the color blue"

1. yes, itis one of the three primary colors.
2. yes, itis a color that is associated with the sky and the earth.

Knowledgeable: Both

Both Option 1 and Option 2 are correct and contains nearly the same
amount of the new information into the conversation between A and B.

Read the conversation below:

User A:iguess in the north they are working dogs huh?

User B: sled dogs, including huskies, are used for transportation in arctic areas.

User A: that is so cool and probably helpful but mine is just a pet

Option 1:i'm not sure if they are used for hunting or for hunting dogs.

Option 2: they are also used for hunting and herding.

Which response sounds more knowledgeable? (according to the amount of new information introduced to the conversation and the

correctness of the response.) (required)
Option 1
Option 2
Both
Neither

Figure B2: Human evaluation template for judging Informativeness.
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