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Abstract

Data-to-Text Generation (D2T) problems can
be considered as a stream of time-stamped
events with a text summary being produced
for each. The problem becomes more challeng-
ing when event summaries contain complex
insights derived from multiple records either
within an event, or across several events from
the event stream. It is important to understand
the different types of content present in the sum-
mary to help us better define the system require-
ments so that we can build better systems. In
this paper, we propose a novel typology of con-
tent types, that we use to classify the contents
of event summaries. Using the typology, a pro-
file of a dataset is generated as the distribution
of the aggregated content types which captures
the specific characteristics of the dataset and
gives a measure of the complexity present in
the problem. Through extensive experiments
on different D2T datasets we demonstrate that
neural generative systems specifically struggle
to generate contents of complex types, high-
lighting the need for improved D2T techniques.

1 Introduction

An ecologically valid task requires the automated
systems to resemble the real-world scenario as
closely as possible in its output (de Vries et al.,
2020). Accordingly, a Data-to-Text Generation
(D2T) system needs to convey important insights
extracted from the data in the textual summaries
(Reiter, 2007; Gatt and Krahmer, 2018). Most D2T
problems can be seen as a stream of time-stamped
events with a textual summary of each event pre-
senting the insights. An event is the time-period of
interest for which the textual summary is written.
For example, in sports reporting - a game played
between two teams can be an event; whereas in
weather forecasting - the time period and location
for which the forecast is written can be considered
one full event. The summaries can contain different
types of facts with information sometimes coming

The Bucks (10-10) handled the Heat (9-9)
109-85 on Friday night in Milwaukee. It
was the second victory over Miami for the
Bucks this season after emerging victorious
in Miami 91-84 on Nov. 16. Milwaukee fell
behind early but clawed back into the game
in the second quarter and held a four-point
advantage at half. The Bucks were led by an
unlikely face in Kendall Marshall, who scored
a season-high 20 points (7-8 FG, 4-5 3Pt) in
24 minutes.

Figure 1: Part of a basketball summary showing dif-
ferent types of content. Information in “bold” such as
Bucks’ points in the game (109) can be directly copied
from input data, while the ones in “italics” needs to be
derived from multiple records such as the fact - Kendall
Marshall leading the Bucks team. Finally, the infor-
mation in “bold & italics” such as ‘this was Miami’s
second victory against Bucks’ are derived using records
from multiple events in the stream.

from multiple events in the stream. In most cases,
the facts in an event summary are verbatim of in-
put records. Other times, these facts are derived
from multiple records of either the same or multi-
ple events in the stream. As an example, we show
a part of baseball summary with multiple types of
content in Figure 1.

A distribution of different content types in the
summaries of a dataset can be used to generate its
profile that can capture the specific characteristics
of the dataset and provide a measure of complex-
ity present in the problem. The dataset profile can
help us better define the D2T system requirements,
such as: the type of system to build - is a complex
domain-specific system required or can a general
system be effective; or any information gap (Thom-
son et al., 2020b) that needs to be bridged at the
data level. Generally a problem’s complexity is
identified with the evaluation of systems built for
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the task. There are several methods to evaluate
the D2T systems, mostly by measuring the factual
accuracy of generated texts (Thomson and Reiter,
2020; Wiseman et al., 2017; Garneau and Lamon-
tagne, 2021; Kasner et al., 2021) or lexical simi-
larity of generated texts with reference texts (Pap-
ineni et al., 2002; Lin, 2004; Zhang et al., 2020b).
These, whilst being promising are reactive mea-
sures where a full cycle of system development is
needed to evaluate both the dataset and D2T sys-
tem together. Whereas dataset profiling can be a
proactive measure to gain important insights about
the task before even starting system development.
There are other utilities of dataset profiling method
as well, most notably, it can be used as a measure
of dataset’s complexity in datasheets for dataset
(Gebru et al., 2021).

There are other type of datasets in D2T as well
such as E2E (Dušek et al., 2020) or WebNLG
(Colin et al., 2016) that do not follow the event
based time-series setting. These datasets mostly
focus on improving general ability of generation
models such as transcribing a set of records, possi-
bly in a domain-agonist setting. In this work, we
do not address such datasets and rather focus on
those which follow a time-series structure, where
summaries may contain facts derived from across
several event records, and also may require content
selection on input data. In this paper, we propose
a typology of different content types in D2T sum-
maries based on the source of their information
in the event stream. Our key contributions are as
follows 1:

• we propose a novel typology of content types
in D2T summaries;

• we use the proposed typology to profile
datasets and understand their characteristics;

• we demonstrate the challenge facing genera-
tion systems in producing complex contents.

The rest of the paper is organised as follows:
in Section 2 we formally define the D2T task and
discuss our proposed content type typology. We
then go on to describe our experimental set up
in Section 3, and discuss the results in Section 4.
Some related works are discussed in Section 5,
before concluding the paper in Section 6.

1code, data, and results are at https://github.com/
ashishu007/Content-Type-Profiling

2 Methodology

The idea proposed in this paper is that we can cre-
ate a profile capturing the specific characteristics of
a dataset by looking at the distribution of content
types present in its summaries. The first step to-
wards achieving this is to formally define the main
concepts (Section 2.1). Then, in second step, the
content typology is defined by identifying the dif-
ferent types of facts that can be included in an event
summary (Section 2.2).

2.1 Formalisation of D2T Generation Task
We start with formalising the concepts in a time-
stamped D2T dataset. A data instance in such D2T
dataset (DB) is an event (Ei) with a data structure
(Di) for which a textual summary (Si) is written
summarising the insights and information of the
event. A data structure consists of multiple entities
(O) that are the objects involved in the event, and
each entity is described by multiple features (F)
which are the attributes of those entities; such that:

DB = [Ei−e, · · · , Ei, · · · , Ei+e]

Ei = {Di,Si}
Di = {O1,O2, · · · ,Oo}
Oo = {F1,F2, · · · ,Ff}

When building a text generation system g for a
D2T task, the summary of an event is the function
of current event as well as other events in stream:

Si = g(Di,DB)

A value R will be recorded for each feature F
of an entity O which is considered a record in the
data structure. So, an input data structure flattened
into a sequence of records (mostly for training a
neural generation system) will be:

Di = {(R1,1,R1,2, · · · ,R1,f ), · · ·
(R2,1,R2,2, · · · ,R2,f ), · · ·

(Ro,1,Ro,2, · · · ,Ro,f )}

2.2 Content Type Typology
The textual summary in a D2T dataset may contain
facts derived from different sources. To begin with,
a fact can be derived from either the same event or
from the records of different events. For example,
a basketball game summary generally mentions
different stats scored by players in the game. Such

https://github.com/ashishu007/Content-Type-Profiling
https://github.com/ashishu007/Content-Type-Profiling
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information is explicitly present in the input data of
the game and can be directly copied to the output
summary. Most times, summaries also mentions
the average stats recorded by a player in past few
games. To derive such facts, the generation system
needs to consider the records from previous games
as well. So based on the event source, a fact can
be categorised as either intra-event (derived from
the current event’s records) or inter-event (derived
from across-event records).

The intra-event category can be further granu-
lated to identify the difficulty of generating a fact
within the same event. Again, taking an example
from a basketball summary, among many things,
the summary could either mention some specific
stat (points or rebounds) scored by a player in the
game, or mention if the player has scored a double-
double 2. The information of specific stat of players
is explicitly present in the input data, which can
be directly copied to the output summary. While
the information that the player scored a double-
double is not explicitly present in the input data,
which needs to be derived from several records
of the player. So, within intra-event, there can be
two different types of facts: basic, that can be just
copied directly from the input data; and complex,
that needs to be derived from the multiple records
of the same event.

Considering the following notations: each sum-
mary Si is a combination of multiple sentences T ,
which will contain at-least one or more fact L.

Si = {T1, T2, · · · , Tj}
Tj = {L1,L2, · · · ,Lk}

Thus, a Content Type typology of three classes
is proposed based on the types of facts an event
summary can contain:

Intra-Event Basic (B): a fact that is copied from
the input record set of the same event.

B ⇐⇒ Lk = Ri,o,f

Intra-Event Complex (C): a fact that is derived
from multiple records of the same event.

C ⇐⇒ Lk = Ri,o,f ⊗Ri,o±l,f±m ⊗ · · ·

Inter-Event (A): a fact that is either copied or
derived from the records of multiple events.

A ⇐⇒ Lk = Ri,r ⊗Ri−n,o±l,f±m ⊗ · · ·
2https://en.wikipedia.org/wiki/

Double-double

Figure 2: Different content types in a D2T summary.
The Intra-Event Basic content is taken from only one
record, while the Intra-Event Complex content is de-
rived from multiple records of the same event. Finally,
the Inter-Event content is derived from the records of
multiple events.

where, i, j, & k denote an event, an object, and
a feature respectively. l, m,n are positive integers
and ⊗ is an operation that requires inference be-
tween more than one records. Thus, a sentence T
can be assigned into one or more content type if it
contains at-least one fact of that type.

Taking the example from Figure 1, the last sen-
tence in the summary: “The Bucks were led by
an unlikely face in Kendall Marshall, who scored
a season-high 20 points (7-8 FG, 4-5 3Pt) in 24
minutes” has multiple facts. To calculate the fact
that Kendall Marshall led the Bucks, the generation
system should be able to analyse the records of all
players in Bucks team, which is Intra-Event Com-
plex (C) type of fact. Then the fact that he scored
season-high 20 points, will only be calculated by
analysing the records of all games in which Kendall
Marshall played, which is Inter-Event (A) type of
fact. And finally, the shot-breakdown (7-8 FG, 4-5
3Pt) and number of minutes he played are the facts
that can be directly copied from the input, which
are Intra-Event Basic (B) type of facts. Thus this
sentence will be classified into all three content
types (B, C, A). Whereas the second sentence (It
was the second victory ...) will be classified as
inter-event type (A) as it only contains information
from multiple games (also see Figure 2).

It is also possible to extend the Inter-Event cat-
egory into Basic and Complex categories. But, it
is left for the future work mainly because of two
reasons: first, both inter-event basic and inter-event
complex will pose similar challenge to a genera-
tion system, which is, having access to data from
other events during run-time; and second, the oc-
currence of inter-event basic facts will be rare, as
often records from multiple events is used to derive

https://en.wikipedia.org/wiki/Double-double
https://en.wikipedia.org/wiki/Double-double
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a new fact rather than being used as a single fact.

2.3 Building Content Type Classifier

With the Content Type typology defined for a D2T
task, the next step is to use this typology in gen-
erating the dataset profile. However, the datasets
can be large with sometimes more than 20k event
summaries, each containing 15-20 sentences. Thus
manually annotating these summaries to generate
the dataset profile will be difficult. In this work, a
Multi-Label Classifier is used for generating the
dataset profile by classifying the sentences of event
summaries into their content types. More specifi-
cally, a multi-label classifier function f is learned
to map a sentence T to its content types y as:

yj = f(Tj)

where yj ⊆ Y , and Y = {B, C,A}

More detail on building the content type classi-
fier is given in Appendix A. A pictorial representa-
tion of the process of creating a dataset’s profile is
shown in Figure 3.

3 Experimental Setup

The experiments are performed in three phases. In
first phase, the aim is to understand the character-
istics of human authored summaries, for which,
dataset profiles are generated based on human au-
thored summaries using the proposed content type
typology (Section 4.1). The second phase aims to
demonstrate the challenge state-of-the-art genera-
tion systems face in attempting to generate complex
(inter-event and intra-event complex) content (Sec-
tion 4.2). This is evaluated by comparing the errors
made by the generation systems for each content
types. Finally, the proposed methodology is used
to understand the concept-drift issue in a problem
domain which can help in building better systems
capable of handling such domain-specific issues
(Section 4.3).

3.1 Datasets

Four datasets from different domains are used for
profiling: MLB (Puduppully et al., 2019b) and
SportSett (Thomson et al., 2020a) datasets from
sports domain; SumTime (Sripada et al., 2003)
dataset from weather forecasting; and Obituary
(Upadhyay et al., 2020) from Obituary genera-
tion domain. These datasets contain events’ struc-

tured data on the input side parallelly aligned with
human-authored textual summaries of each event.

• MLB dataset contains stats from MLB games
aligned with their summaries written by hu-
man authors. Each sample in the dataset con-
tains the box score and play-by-play record
of the of the game on the input side, which
is aligned with a textual summary of around
20 sentences long. In this dataset, games are
considered as the events; players, teams and
the plays as entities of the event; and differ-
ent stat-types as the features of an entity. The
dataset is split for train/valid/test sets, contain-
ing 22821/1739/1744 samples each.

• SportSett dataset contains box- & line- scores
from NBA (basketball) games aligned with
human-written summaries describing the re-
spective game. The games are from sea-
son 2014 to 2018, out of which 2014, 2015
& 2016 are used as train split, 2017 for
valid split, and 2018 for test split. The
number of samples in train/valid/test sets
is 4745/1228/1229 respectively. Similar to
MLB, each game in the dataset is an event;
the players teams from the game are entities;
and stat-types are the features.

• SumTime dataset contains human written
weather forecasts for a day written for oil and
gas offshore engineers in Aberdeen, UK. The
forecasts are usually written from two types of
NWP data: wave data; and mmo data (please
refer to Sripada et al. (2003) for a detailed
discussion on the data organisation). The rep-
resentation of SumTime on different dimen-
sions is as follows: each sample in the dataset
covers a forecast during 12-hours time-period
(AM forecast or PM forecast). The time pe-
riod for which the forecast is written is consid-
ered an event; the different entities are the ele-
ments described in the forecast such as wind
or wave; and the hours of the day for which
the readings are taken for those elements are
the features. The total number of samples in
train/valid/test sets are 793/99/100.

• Obituary dataset contains a sample of 850
obituaries aligned with their personal informa-
tion. In this dataset, an Obituary (or a death)
is the event; where the deceased person is
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Figure 3: Generating the Content Type Profile of a dataset

the entity; and information related to their per-
sonal life and funeral are the different features.
The dataset contains 800/20/20 obituaries in
train/valid/test set respectively.

3.2 Generation Systems

Phase two of the experiments analyses the ability
of state-of-the-art generation systems in producing
different types of content. For this, several state-
of-the-art generation systems are used to produce
summaries on the held-out test-set of datasets men-
tioned above. For MLB and SportSett, two bench-
mark neural systems from literature are used: first,
the macro-planning model (Plan) from Puduppully
and Lapata (2021); and second, the entity-based
model (Ent) from Puduppully et al. (2019b) are
used on both datasets. In addition, the hierarchi-
cal transformer model (Hir) from Rebuffel et al.
(2020) is used as a third model for SportSett. For
Obituary and SumTime, we are not aware of any
existing neural benchmarks, therefore we develop
our own generation systems by fine-tuing T5-base
(T5) from Raffel et al. (2020), BART-base (BART)
from Lewis et al. (2020), and Pegasus (Peg) from
Zhang et al. (2020a) on each dataset respectively.
Different metric evaluation scores of these devel-
oped systems are shown in Appendix B.

3.3 Generation Systems’ Accuracy Evaluation

The generation systems’ ability of generating com-
plex content is evaluated by measuring the accuracy
error-rate of generation systems within each con-
tent type category. We calculate the error rate
of generation systems by manually annotating 10
randomly selected summaries from each system
following a pre-established gold standard annota-
tion scheme of D2T systems evaluation developed

by Thomson and Reiter (2020). Within each sum-
mary, all the generated claims (whether correct or
incorrect) within each category are identified and
then the error rate is calculated as the ratio of total
incorrect claims to total claims generated. The
error-rate ratio of each content type category is
calculated separately. The length of summaries
vary from 15-20 sentences each summary in MLB
and SportSett to 4-5 sentences in SumTime and
Obituary. The annotations are done by the authors
themselves and are available on the GitHub reposi-
tory. The distribution of sentences across different
content types from all the evaluated system gener-
ated summaries is shown in Table 1.

4 Results and Discussions

In this section, we use the Content Type classi-
fiers build for different datasets using method de-
scribed in Section 2.2 for generating their profiles.
The performance of best classifier for each dataset
with its Macro-F1 score and the number of sam-
ples used for training is shown in Appendix A.
As discussed in the previous section, the dataset
profiles will be used for: first, analysing the human-
authored summaries from different datasets (Sec-
tion 4.1); second, analysing the system generated
summaries from several state-of-the-art neural gen-
erative systems (Section 4.2); and third, character-
ising the concept-drift issue in SportSett dataset
(Section 4.3).

4.1 Analysing Human Authored Summaries

The content type distribution found in human au-
thored summaries from different datasets is shown
in Figure 4. On the x-axis, the different content
type categories are shown, while the y-axis displays
the percentage of sentences belonging to that cate-
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Dataset MLB SportSett SumTime Obituary
System Ent Plan Ent Plan Hir T5 BART Peg T5 BART Peg
Intra-Event Basic (B) 83 94 71 84 82 20 20 20 35 30 33
Intra-Event Complex (C) 119 193 71 53 84 10 10 10 11 10 10
Inter-Event (A) 55 47 44 33 46 0 0 0 0 0 0

Table 1: Number of sentences from different categories manually annotated for error-rate evaluation

Intra-Event
Basic

Intra-Event
Complex

Inter-Event

0

50

100

45

55

48

66 65

29

99

87

0

91

36

0

Pe
rc

en
ta

ge

Content Type Distribution

MLB SportSett SumTime Obituary

Figure 4: Profile of various datasets based on their hu-
man authored summaries

gory. It is noted here that one sentence can be as-
signed more than one category since a sentence can
contain multiple facts of different categories. We
can see that MLB has the highest amount of inter-
event sentences (48%) with 55% intra-event com-
plex, and 45% intra-event basic sentences. Sport-
Sett has 29% inter-event sentences with 65% intra-
event complex and 63% intra-event basic sentences.
In SumTime, although there are no inter-event sen-
tences, 87% sentences are intra-event complex with
99% of them also being intra-event basic. Obituary
has 91% intra-event basic sentences as well as the
least percentage of intra-event complex sentences
(36%). Obituary also doesn’t have any inter-event
type sentence in the summaries.

These numbers suggest that humans written sum-
maries do not contain just information copied from
input data. Rather, they are full of complex insights
derived from multiple records, and possibly mul-
tiple events in the stream. This demonstrates that
while designing a D2T system, two requirements
are necessary: first, in most D2T tasks, an event
cannot be considered independent, as it’s solution
might depend on the data from multiple events in
the stream; and second, a system developed for
D2T task should be capable of performing complex
analytical operations in order to derive implicit in-

formation from the given records. Ignoring these
requirements will lead to building systems capable
of generating only the easier contents and missing
the interesting complex insights. Similar issues are
observed in other language generation tasks as well
where systems try to generate less complex content
in order to be safe (Feng et al., 2021; Du and Black,
2019).

4.2 Analysing System Generated Summaries

After analysing the dataset profiles generated us-
ing human-authored summaries, we investigate
if current state-of-the-art generation systems can
produce content with similar profile of human-
authored summaries. We show the content type
distribution in the system generated along with hu-
man reference test-set summaries from different
datasets in Figure 5. It can be observed that sys-
tems on SumTime and Obituary are able to gener-
ate similar amount of intra-event basic & complex
sentences as in human written summaries, how-
ever, with inaccuracies (will be discussed later in
this section). These two datasets do not have any
inter-event content in human reference summaries,
and thus no such content in system generations as
well. MLB and SportSett generated texts have dif-
ferent content type distribution compared to their
human reference summaries. If we look at the
the generations of Plan system in both datasets, it
has the lowest inter-event sentences in MLB and
lowest inter-event & intra-event complex sentences
in SportSett. This can be attributed to the macro-
planning design of the system which restricts the
system for producing only information explicitly
available in input data. Another pattern can be ob-
served in SportSett, where the system generated
summaries have relatively more inter-event sen-
tences than human written summaries, which we
explore in the next section.

We also show the error-rate across categories
of different systems from different datasets (along
with mean and standard deviation of error-rates
across systems) in Table 2. The error-rates demon-
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Figure 5: Profile of various datasets based on summaries generated from different generation systems

strate that generation systems struggle to produce
the contents of complex types. Generation systems
across all datasets have low error-rates in intra-
event basic category while higher error-rates in
intra-event complex and highest error-rates in the
inter-event categories.

Mean error-rate in intra-event basic category
ranges from 5.5% in Obituary, around 12.5% in
MLB and SportSett, to over 38% in SumTime.
SumTime has the higest error in this category,
which may be due to the lack of training data and a
highly domain-specific problem that requires iden-
tification of multiple relationships to generate sum-
maries. The systems used for SumTime are not
custom designed for the task as with MLB and
SportSett, and employs general NLG models, thus
having higher error-rate in SumTime than other
datasets. Overall, error-rate across all datasets in
intra-event basic category is lower than intra-event
complex or inter-event (where present) categories.

In the case of intra-event complex, almost all
the datasets have around 40-50% mean error-rate.
This shows systems struggle to learn the domain
specific relationships required to derive complex in-
formation from the supplied data. Only Ent system

in MLB and Plan system in SportSett have notably
lower error-rate. However, these systems are gener-
ating comparatively lesser intra-event complex con-
tent compared to other systems in order to improve
the accuracy (reducing error-rate) by producing less
complex content which is easier to generate. All
the inter-event facts in MLB are incorrect (100%
error-rate) while the error-rate in SportSett for inter-
event category is also very high. This is not surpris-
ing as the input to these systems doesn’t take data
from across the event stream into account during
run-time. SportSett has actually produced some
accurate inter-event facts by producing standard
phrases learnt from the training data (e.g. “team
X has won four out of last five games”) that turns
out to be correct sometimes. These results clearly
demonstrate the difficulty generation systems have
in producing content of complex types. Similar
observations have been made in literature as well
showing the struggle of current state-of-the-art gen-
eration systems in producing content that needs to
be derived from multiple records or sources (Thom-
son and Reiter, 2021; Thomson et al., 2020b). The
main difference between these works and our pro-
posed content type profiling approach is that in
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Systems Intra-Event Basic (B) Intra-Event Complex (C) Inter-Event (A)
MLB

Ent 13.98 38.6 100
Plan 10.84 45.27 100
Total 12.4 ± 1.5 41.9 ± 3.3 100 ± 0

SportSett
Ent 13.64 61.29 86.96
Plan 6.72 27.54 77.66
Hir 16.72 51.79 91.59
Total 12.3 ± 4.1 46.8 ± 14.2 85.4 ± 5.7

SumTime
T5 38.1 50.57 -
BART 39.19 51.85 -
Peg 35.95 48.45 -
Total 37.7 ± 1.3 50.2 ± 1.4 -

Obituary
T5 2.74 41.67 -
BART 4.86 52.27 -
Peg 9.09 48.39 -
Total 5.5 ± 2.6 47.4 ± 4.3 -

Table 2: System-wise error-rates of generation systems developed for various datasets categorised by content types
(lower is better; ↓)

previous works, the insights are drawn by evaluat-
ing the summaries generated from systems whereas
with our method many such insights can be drawn
proactively before going into system development.

4.3 Concept Drift in SportSett

We further apply our proposed content type profil-
ing methodology to capture the concept drift issue
in SportSett dataset. This dataset contains NBA
games from season 2014 to 2018 and follows a sea-
sonal partition to generate the train/test/valid splits.
Seasons 2014, 2015 and 2016 are used for train
set while 2017 and 2018 are used for validation
and test sets respectively (please refer to Thom-
son et al. (2020a) for more details). In Figure 6,
the content type distribution of summaries by year
is shown. The summaries from earlier years con-
tain greater amount of inter-event sentences while
comparatively little in later years. Even with intra-
event sentences, there are lesser intra-event basic
sentences in summaries from earlier years than
later ones, indicating that summaries in the training
set are more complex than in the validation and
test sets. This discrepancy explains the observed
distribution of summaries generated from the dif-
ferent systems as shown in Figure 5b. We can
see the system generations have more inter-event
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Figure 6: SportSett dataset profile by NBA seasons

sentences because the training data has more inter-
event sentences. Concept drift in this D2T problem
is captured by our dataset profiling method. This
concept-drift can also be explained with the change
in authors in different years writing the summaries.
In Figure 7, we also show two authors who wrote
summaries in different years: ‘Auth1’ in 2014-15;
and ‘Auth2’ in 2017-18. It is clear that different
authors from different years have different distribu-
tion which may explain the concept-drift problem
in the dataset.
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Figure 7: SportSett dataset profile by authors

5 Related Works

Evaluation of texts produced from generation sys-
tems is widely used to identify the complexity
of a dataset and improve the systems afterwards.
There are two main approaches taken for evalu-
ations: automated metrics, such as BLEU (Pap-
ineni et al., 2002), ROUGE (Lin, 2004), chrF++
(Popović, 2017), borrowed from machine transla-
tion research, or RG (Wiseman et al., 2017), spe-
cific to the D2T task; and human evaluations, where
users are asked to rate the generations on a Likert
scale (Dušek et al., 2020; Chen et al., 2020; Pudup-
pully et al., 2019a). While automated metrics are
easier to use, they often correlate poorly with the
human evaluation (Reiter, 2018). Human evalua-
tion is considered to be the gold standard for NLG
evaluations, however Likert scale based evaluation
of single sentences doesn’t give a lot of information
about the quality of generation. Recent works have
proposed to take a more task-oriented evaluation of
generated texts that give more insights into the kind
of error generation systems make (Thomson and
Reiter, 2020, 2021; Kasner et al., 2021; Garneau
and Lamontagne, 2021).

There have been few notable works that try to
improve the dataset in order to build better genera-
tion systems. SportSett dataset by Thomson et al.
(2020a) presented an improved resource with better
modelling of the dataset to increase the overlap be-
tween input data and output text. Gong et al. (2019)
and Thomson et al. (2020b) acknowledge the event
stream behaviour of D2T tasks by incorporating ad-
ditional information (both within-event as well as
across-event) to improve the quality of generations.
In this work, we do not yet try to solve the prob-
lem of handling complex or across-event content
in summaries. Rather our aim is to profile a dataset

through the typology of content types which can
be used to identify the complexity of the dataset.

6 Conclusion

In this paper, we presented a typology of different
content types in D2T summaries. The proposed
typology is used to profile multiple datasets, which
captures their characteristics and provide a measure
of complexity present in the datasets. Extensive
experimentation is performed to demonstrate the
challenge facing generation systems in producing
complex types of content. We further use the pro-
filing method to identify the concept drift problem
in a dataset. Through this work, we argue that a
dataset’s content type profile can help us define
system requirements for building better generation
systems.

In future, we plan to employ insights gained
from this work in building better D2T generation
systems capable of producing accurate complex
content for event summaries. This will require
a system to be able to: understand the domain-
specific rules, for deriving implicit information
from the input data: and able to operate in huge
search space, to select important content from vast
possibility of across-event information. The dataset
profiling method will help in identifying any infor-
mation gap between input data and output summary
and characterise the domain-specific rules in differ-
ent categories based on their information source.
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A Building a Content Type Classifier for
Each Dataset

To build the content type classifier for a dataset,
some training (ranging from 200 to 600 samples)
and testing (250 samples) samples are created by
manually annotating the sentences from the train
and valid set of that D2T dataset’s summaries. Sev-
eral learning methods (Random Forest, SVM, Lo-
gistic Regression) with several features (TF, TF-
IDF, dense embeddings from Roberta model from
Liu et al. 2019 (RobEmb)) along with a fine-tuned
Roberta model are used for building multiple clas-
sifiers. A query-by-committee (active learning)
approach is used to build the clssifiers’ training
dataset. The classifier with best Macro-F1 score on
held-out test-set of a given dataset is used as the
Content Type classifier of that dataset. The perfor-
mance of Content Type classifiers used for each
dataset is shown in Table 3. The table shows the
Macro-F1 score of each classifier and the number
of samples used for training the classifier. All the
trained classifiers with their training and testing
samples is shared on the GitHub repo.

B Evaluation Scores of Neural
Generation Systems Developed for
Different Datasets

Table 4 shows the automated metric scores of dif-
ferent neural systems build for each dataset. The
following metrics are used: BLEU (Papineni et al.,
2002); ROUGE-L (Lin, 2004); METEOR (Baner-
jee and Lavie, 2005); chrF++ (Popović, 2017); and
BERT-Score (Zhang et al., 2020b). For all metrics,
higher score is better (↑).

We also show the results from Extractive Evalu-
ation (EE) metrics (Wiseman et al., 2017) on sys-
tems developed for MLB and SportSett datasets
in Table 5. These metrics are: Relation Genera-
tion (RG); Content Selection (CS); and Content
Ordering (CO). The EE scores for systems build on
MLB dataset are taken from Puduppully and Lap-
ata (2021) while the EE scores for systems build
on SportSett dataset are calculated using Informa-
tion Extraction system described by Thomson et al.
(2020b).
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Dataset MLB SportSett SumTime Obituary
Classifier RobFT RobFT SVM w/ RobEmb SVM w/ RobEmb
# Train Samples 600 600 200 200
Macro F1 85.64 91.0 98.66 98.46

Table 3: Content Type classifiers performance on various datasets

Systems BLEU ROUGE-L METEOR chrF++ BERTScore
MLB

Ent 11.51 22.08 27 32 85.03
Plan 13.99 21.71 32 39 84.6

SportSett
Ent 18.19 26.19 33 42 86.95
Plan 17.6 26.29 32 40 86.45
Hir 12.18 22.65 33 41 85.74

SumTime
T5 24.67 52.92 38 47 89.66
BART 18.77 47.61 33 46 88.82
Peg 23.54 51.06 39 48 89.68

Obituary
T5 47.3 65.38 64 67 94.04
BART 50.88 65.99 66 69 94.29
Peg 45.03 66.4 61 65 93.73

Table 4: Automated metric scores of different systems developed for various datasets (↑, higher is better)

Systems RG CS-Precision CS-Recall CO
MLB

Ent 81.1 40.9 49.5 20.7
Plan 94.4 40.8 54.9 21.8

SportSett
Ent 72.77 45.35 38.12 19.13
Plan 86.48 53.95 33.09 14.84
Hir 73.77 45.42 30.15 10.59

Table 5: Extractive Evaluation results of systems developed for MLB and SportSett dataset (↑, higher is better)


