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Abstract

Despite their progress in high-resource lan-
guage settings, unsupervised bilingual lexicon
induction (UBLI) models often fail on corpora
with low-resource distant language pairs due to
insufficient initialization. In this work, we pro-
pose a cross-lingual feature extraction (CFE)
method to learn the cross-lingual features from
monolingual corpora for low-resource UBLI,
enabling representations of words with the
same meaning leveraged by the initialization
step. By integrating cross-lingual representa-
tions with pre-trained word embeddings in a
fully unsupervised initialization on UBLI, the
proposed method outperforms existing state-of-
the-art methods on low-resource language pairs
(EN-VL, EN-TH, EN-ZH, EN-JA). The ablation
study also proves that the learned cross-lingual
features can enhance the representational abil-
ity and robustness of the existing embedding
model.

1 Introduction

Bilingual Lexicon Induction (BLI) has aroused
great interest in the NLP research frontier. BLI
aims to induce word translation pairs by align-
ing word embeddings trained independently from
monolingual corpora. BLI has contributed to many
NLP tasks, including unsupervised machine trans-
lation (Artetxe et al., 2018b), cross-lingual depen-
dency parsing (Guo et al., 2015) and cross-lingual
information retrieval.

Unsupervised BLI has achieved reasonable re-
sults compared with semi-supervised works in high-
resource language settings, in which adversarial
training were used in Lample et al. (2018); Zhang
et al. (2017). These methods focused their at-
tention on every single word, thus ignoring the
relevance between words. Artetxe et al. (2018a)
proposed a method (VecMap) using a similarity
matrix as an initial solution to learn the second-
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order structural similarity of the embeddings. An-
other study directly leveraged an aligned similar-
ity matrix instead of using the embedding matrix
(Alvarez-Melis and Jaakkola, 2018). Recently,
Peng et al. (2021) proposed a robust refinement
technique based on the ¢; norm training objective.
The methods above learned bilingual spaces by or-
thogonally projecting one monolingual space to
another. Yet, evidence suggests that monolingual
spaces, especially those of etymologically and typo-
logically distant languages, are far from isomorphic
(Sggaard et al., 2018; Vulié et al., 2019; Patra et al.,
2019). Glavas and Vuli¢ (2020) relaxed the orthog-
onality constraint to improve the performance of
BLI further. Mohiuddin et al. (2020) depicted a
non-linear method using an encoder and decoder to
learn the mapping in the latent space. Wang et al.
(2019) proposed a joint training method using word
alignments from parallel corpora as the supervision
signals to align multilingual contextualized repre-
sentations. While the methods mentioned above
can leverage pre-trained embeddings in BLI, they
lack the means to incorporate richer information
like cross-lingual features from monolingual data.
When it comes to low-resource and non-cognate
language, the characterization capability of pre-
trained embeddings is limited, which leads to the
degeneration of these models.

On another strand of work, traditional works for
BLI used the statistical methods to search the cross-
lingual signals (Rapp, 1999; Koehn and Knight,
2002; Fung and Cheung, 2004; Gaussier et al.,
2004; Haghighi et al., 2008; Vuli¢ et al., 2011;
Vuli¢ and Moens, 2013). In recent years, E and
Zhou (2022) proposed a more robust method. They
formally defined the semantic embedding of words
in a mathematical way instead of machine learn-
ing. However, their method is limited to non-topic
words and requires high quality monolingual data
to achieve good results.

The methods mentioned above have been reliant
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on a high-resource language condition. Regard-
ing low-resource and non-cognate language pairs,
the characterization capability of pre-trained em-
beddings is limited, as only short-distance depen-
dencies are available. In this paper, we propose a
novel unsupervised method for BLI based on cross-
lingual feature extraction. Furthermore, we design
two ways to integrate the cross-lingual features
with the pre-trained embeddings, which show com-
plementary effects according to the experimental
results. In summary, this paper makes the following
contributions:

* We propose a method (CFE) to extract cross-
lingual feature of each word (In Section 3.1).
We expect the words with the same meaning
in different languages have the similar repre-
sentations and we can use it to initialize the
UBLI directly.

* We propose two combination methods, em-
bedding combination (ECB) and similarity
combination (SCB), to use cross-lingual fea-
ture and pre-trained embeddings together to
initialize the UBLI (In Section 3.2). The
ECB method concatenates two kinds of em-
beddings by row, the SCB method weights
the second-order similarity of pre-trained em-
beddings and the first-order similarity of the
cross-lingual feature.

* Extensive experiments show that our method
exceeds all previous unsupervised and state-
of-the-art approaches on low-resource and dis-
tant language pairs. The ablation study shows
that our cross-lingual feature is complemen-
tary to pre-trained embeddings. Our method
improves the representational ability of the
existing model (In Section 5).

2 Background

In this section, we describe the basic formulation
of related supervised and unsupervised BLI meth-
ods. Let X, Y € R™* represent word embedding
matrices in two languages L, and Ly, where n is
the number of words and d is the dimension of the
word embedding.

The key to supervised BLI is the parallel lexi-
con between two languages. Let X*, Y* € RF*x4
represent parallel embedding matrices, say z; in
X* is translated to ¥} in Y*. Mikolov et al. (2013)
pointed out that a linear transformation W* could

be used to map two monolingual embeddings to a
shared space.

W* = arg min | X*W — Y*||% (1)
WGRdXd
Artetxe et al. (2016) solved Problem (1) by adding
an orthogonal constraint on W. Therefore, there
is a closed-form solution to this problem called
Procrutes: W = UV T, where U and V are defined
by the SVD decomposition of Y T X
For unsupervised BLI, embedding matrices X
and Y are totally out of order. Therefore, unsuper-
vised BLI needs a permutation matrix P € P,, =
{0, 1}™*"™ to shuffles the row of Y:

- 2
Wit [ XW — PY | 2)
Problem (2) can be solved by minimizing W and
P in an iterative way. Grave et al. (2019) proposed
a stochastic algorithm to initialize W and P ran-
domly and estimate them in a joint way. However,
effectively minimizing P is hard. The key to unsu-
pervised BLI is how to solve P approximately.

Lample et al. (2018) proposed an adversarial
method to initialize the initial dictionary. Artetxe
et al. (2018a) has shown that two equivalent words
in different languages have a similar distribution.
Therefore, they initialized matrix P based on simi-
larity matrices of monolingual embeddings Mx =
XXT and My = YY . They used the second-
order similarity of pre-trained embeddings to ob-
tain a better initial dictionary. Then they applied a
self-learning strategy to iteratively compute the op-
timal mapping and retrieve bilingual dictionary un-
til convergence. Very recently, Wang et al. (2019)
proposed a method to jointly train word embed-
dings on concatenated corpora of different lan-
guages and achieved good results.

In summary, the foundation for BLI is the paral-
lel lexicon for initialization, especially for unsuper-
vised BLI. Therefore, a high-quality initialization
is the key for unsupervised BLI.

3 Methodology

In this section, we propose a novel framework to
solve the problems of UBLI in low-resource sce-
narios. First and foremost, the CFE is used to
extract cross-lingual representations from monolin-
gual data. Then the ECB and the SCB are used to
integrate the cross-lingual features with pre-trained
embeddings, either by concatenation or similarity
weighting.
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Figure 1: Counting character level distance between word patterns. In this case, Let z; be the word "revolutionary"
and z; be the word "evolutionary". For the first L;; in this example, we give the distance 18. Specifically, the
distance of it is added up with 13 (the length of word "revolutionary"), 3 (the length of word "and") and 2 (the length
of two space). The other L;; and L; is calculated in the same way.

3.1 Cross-lingual Feature Extraction (CFE)

We propose a method to extract semantic informa-
tion from monolingual data in this section. We
think that although words have different symbolic
representations in different languages, they all have
the same language-independent textual features,
which we call semantic feature. Empirically, when
we are reading a novel, we understand a word based
on the contextual information we can remember.
So we define the semantic feature of a word based
on the semantic relevance between it and its con-
textual words. Numerically, the semantic relevance
between words are based on the character distance,
which means distance counted in characters be-
tween words in a sentence. Let x;,z; € X rep-
resent two words in monolingual data. We define
L;; as the character distance between the first letter
of the word x; and x;. When the word z; is the
same as the word x;, the distance is defined as L;;.
Note that we only calculate the closest x; after x;.
Figure 1 shows an example of L;;. We count L;;
for each word pair in monolingual data and define
n;; as the number of L;; (We only count those L;;
less than a certain threshold).

We find that semantic relevance is sensitive over
short distances but degrades over long distances.
For instance, when the word x; and x; is in differ-
ent paragraphs, their semantic relevance is weak
for all distances. So, we dropout some L;; through
a threshold and define S;; to represent the semantic
relevance between the word z; and x;:

Ly

Sz‘j =e D 3)
Where D is the hyperparameter. For every word
pair, the number of their appearance also influences
semantic relevance. Therefore, we weigh every S;;
by nj;;:
ng; X Sz'j

S) = < 4
(Sii) Y b1 ik X Sik @

Here, (S;;) denotes the average of .S;; weighted

by n;;. Through this, we expect the (S;;) repre-
sents strong semantic relevance. At last, for each
word x;, we extract k£ words with the maximum se-
mantic relevance in set (Si.) U (S.;), where (S;.)
represents all word pairs start with word x;, and
(Ski) is in the same way. In this way, we get the
cross-lingual feature (The representations of words
with same meaning in different languages are sim-
ilar) of each word in X and Y separately through
monolingual data:

Sem_vecm- = ((Sﬂ), <S1'2>, PN <Sz >) (5)

Equation (5) denotes the cross-lingual feature of
a specific word x;, where k is the hyperparameter,
denotes the dimension of semantic vector.

3.2 Unsupervised initialization

Previous works VecMap (Artetxe et al., 2018a) has
shown the effect of high-quality word pairs on un-
supervised BLI. In this method, Let Xg¢p,, Yoemn €
R™** denote the cross-lingual feature matrices ex-
tracted by using the method in Section 3.1. We
combine the cross-lingual feature to initialize unsu-
pervised BLI in two ways, Embedding combination
(ECB) and Similarity combination (SCB):
Embedding combination (ECB): We combine
the pre-trained embedding with the cross-lingual
feature as the initial embedding:

Xcom — X|Xsem

(6)
YVcom — YD/sem

Where | denotes concatenation by row, therefore
Xeoms Yeom € R™¥(@+5) We follow the method
in VecMap to calculate second-order similarity ma-
trix as the initialization. In order to maintain the
process of vector alignment is comparable with the
other works. We only use Xom,, and Yo, to do the
initialization step. We continually use X and Y to
do the iterative process.

Similarity combination (SCB): For our feature
Xsem and Ysep, is cross-lingual, we consider to
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calculate the similarity of X, and Yy, directly.
We combine this similarity with second-order simi-
larity of X and Y:

MHXX YY) A=A (XsemYeem) (D

Where A controls the ratio of two kinds of simi-
larities. In this method, we can fully exploit the
advantages of both kinds of embeddings.

Our method guarantees to converge to a loacl
optimum base on the initial dictionary, so the qual-
ity of it is the key factor for our method. However,
simply concatenating two kinds of embeddings and
searching the nearest neighbor normally did not
work in our preliminary experiments. It cannot
guarantee to avoid our method getting stuck in poor
local optima. For this reason, we propose some key
improvements to make our initialization robust:

* Embedding normalization: The embeddings
we use to be combined are trained in dif-
ferent ways. So, their meanings are com-
pletely different. When we combine them
in a simple concatenation way, the representa-
tion ability of each embedding will be weak-
ened. For this reason, we use a linear method

X—Mean(X) .
(m) to map two kinds of em-
beddings to [—1,1], then the combination
method is more significant than before.

¢ CSLS distance: To extract the lexicon, we
use the nearest neighbor for every word to
search transformed embeddings. This phe-
nomenon is known to occur the hubness prob-
lem (where one word is the nearest to many
words) (Radovanovic et al., 2010; Suzuki
et al., 2013). To avoid this hubness prob-
lem, Lample et al. (2018) modified it with
the Cross-domain Similarity Local Scaling
(CSLYS). For two aligned embeddings = and
y, they denote the set Np(Wx) and Ng(y) of
the embeddings’ k nearest neighbors in the
other language, respectively. Then compute
rr(x) and rg(y), the average cosine similarity
of Np(Wz) and Ns(y). The CSLS score of
x and y can be computed as CSLS(x,y) =
2cos(x,y) — rp(x) — rs(y). Following the
authors, we set £ = 10.

A high-level overview of our proposed method
is outlined in Algorithm 1.

Algorithm 1: CFE method for UBLI
Input: monolingual corpora L; and Lo
Output: parallel dictionary
1 X,Y <« pre-trained embeddings of L, Lo;
2 Xgsem, Ysem ¢ cross-lingual feature
extracted from L1, Lo;
3 Sim < similarity matrix from ECB and
SCB methods;
4 D < initial word translation dictionary

using Sim;
s while not convergence do
6 W < linear mapping matrix calculated

by Procrustes on D;
7 D <+ CSLS(WX,Y);
s end

4 Experimental settings

In this section, we first list the baselines we used
in Section 4.1, then we show the details of our own
dataset and compare them with the MUSE dataset
in Section 4.2. Finally, we show the hyperparame-
ter settings of our methods in Section 4.3.

4.1 Baselines

We take several representative works of unsuper-
vised BLI as our baselines. We choose the methods
using pre-trained embeddings (Lample et al., 2018;
Artetxe et al., 2018a; Li et al., 2020) and statisti-
cal method (E and Zhou, 2022) to be compared
with our method. Especially, the method (Li et al.,
2020) is the state-of-the-art model in low-resource
languages and Peng et al. (2021) achieves a good
results on high-resource language pairs using ¢;
norm optimisation on refinement. Compared with
all the baselines, our method uses both two kinds of
features to initialize the BLI problem. We evaluate
all the baselines by using MUSE parallel data and
CSLS distance to do the nearest neighbor search.
We execute the publicly accessible code or repro-
duce the code on our own to acquire the baseline
findings due to the use of our own dataset.

\ EN \%! TH ZH JA
words 2418 326 33 288 298
sentences | 72494 10677 273 1908 9110

Table 1: Details of the dataset. We show the number (K)
of words and sentences in the monolingual corpus. For
the words, we count the number of different words.

5281



EN-VI EN-TH EN-ZH EN-JA
Dataset

— — — — — — — <
MUSE 0.73 0.73 0 0.08 0.08 0 1.03  32.67

Our Dataset 0 0 0.11

0 0.08 0.28 4380 31.64

Table 2: Results of VecMap on MUSE dataset (Lample et al., 2018) and our own dataset 4.2. We perform 10 runs
for each experiment and report the average score of the accuracies (%).

EN-VI EN-TH EN-ZH EN-JA
Model avg
— — — — — — — —

Lample et al. (2018) (MUSE) 0 0.15 0.11 0 0 0 3452 356 479
Artetxe et al. (2018a) (VecMap) 0 0 0.11 0 0.08 0.28 43.80 31.64 9.49
E and Zhou (2022) 0 0 0 0 0 0.08 0 0 0.01
Li et al. (2020) 46.82 5341 13.01 354 015 26.87 4239 2990 27.01
Peng et al. (2021) 0 0.30 0.11 0 2398 3191 4350 3195 1647
Proposed method (ECB best dim) | 48.36 23.41 15.57 394 2636 33.12 50.04 39.14 29.99
Proposed method (SCB dim 50) 46.46 5386 022 354 27.05 3220 44.02 3331 30.08
Proposed method (SCB dim 100) | 45.51 5596 16.35 3.28 2682 3340 48.85 38.08 33.53
Proposed method (SCB dim 200) | 45.88 49.06 15.57 6.72 26.59 3255 43.13 3225 3147
Proposed method (SCB dim 300) | 48.43 53.26 15.57 3.67 26.82 32.62 46.10 3512 32.70

Table 3: Results of Unsupervised method on the low-resource dataset of Section 4.2. We do 10 runs for each
method and report the average score of the accuracies (%). For our proposed method, we use different dimensions
of cross-lingual feature to do experiment. We show the best score of Embedding combination (ECB) method, and
the score in four different dimensions of Similarity combination (SCB) method.

4.2 Datasets

We evaluate our method against baseline on the
latest Wikipedia corpora. The reason why we do
not use the famous dataset MUSE (Lample et al.,
2018) is that we cannot get the corpus they used
to train embeddings. So, we use FASTTEXT (Bo-
janowski et al., 2017) to train our own embeddings.
However, the latest Wikipedia corpora is not on
the same scale as the MUSE data. In order to en-
sure the comparability of models and dataset, and
simulate low-resource situations, we reduce the
size of corpus to match the results that the base-
lines on the MUSE dataset (For en:100%, vi:100%,
th:10%, zh:10%, ja:30%). Our embeddings are
trained based on this corpus. For the test dataset,
we use the 1500 parallel lexicon of MUSE data.

4.3 Hyperparameter setting

We train our embedding using FASTTEXT with 5
epochs and 300 dims. For the hyperparameter D
in Problem (3), we set D as 50. For the dimension
k in Problem (4), we experiment from 50 to 300 in
increments of 50. For each language pair, we chose
a different A between 0 and 1 to get the best results

in Problem (7). When we do the initialization work,
we only initialize 4000 words with the highest fre-
quency in the monolingual corpus. For the iterative
process, we only align the first 200000 words. We
perform 10 runs for each language pair, and report
the average accuracies. All the experiments are
performed on a single Nvidia Titan X.

S Experiment

In this section, we report the results obtained with
our method. We first evaluate the dataset we trained
in Section 5.1. Second, we present our main results
in Section 5.2, thirdly we test the performance our
cross-lingual feature in Section 5.3, then we do
ablation tests in Section 5.4 to measure the contri-
bution of each component and finally we compare
the different initialization methods (3.2) in Section
5.5.

5.1 Comparison with MUSE dataset and our
dataset

We compare the performance of our own trained
dataset with the MUSE dataset (Lample et al.,
2018). We use VecMap (Artetxe et al., 2018a) as
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an evaluation model. For each language pair, we
experiment both two datasets on VecMap and the
results are in Table 2. Our dataset restores MUSE
dataset as far as possible in all experimental lan-
guage pairs except for one direction of EN-JA (for
EN-JA pair, we have a better result than MUSE).
Our dataset offers the low-resource scenario and
guarantees that our model is comparable to previ-
ous models.

5.2 Main results

We report the results in the dataset of we introduced
in Section 4.2 in Table 3. As it can be seen, al-
though the baselines succeed in some high-resource
languages (EN-JA), they get the degradation in the
challenging low-resource language pairs. In this
case, our proposed method obtains the best results
in all the language pairs. For the three language
pairs on which the baselines are completely de-
graded (only 0.28% accuracy in the best pair), our
method has made significant improvements in five
experiments (16.13% at least and 54.23% at most).
Peng et al. (2021) perform well on some language
pairs (EN-ZH, EN-JA), but still fail on the low-
resource pairs. For the state-of-the-art method (Li
et al., 2020), we achieve the best score on every
experiment. The average score of our method is
6.52% more than SOTA.

These results confirm the robustness of the pro-
posed method. Our method converges to a good
solution in all the low-resource and distant lan-
guage pairs we experiment with. In addition to
being more robust, our method also obtains better
accuracies compared with the previous methods by
a significant improvement in all challenging lan-
guage pairs. Moreover, our method is not sensitive
to hyperparameters. We can get similar results in
different dimensions of cross-lingual features, and
most of them perform a better result than all the
baselines.

Meanwhile, our method is more efficient than
VecMap (Artetxe et al., 2018a). For the iterative
process of our method is based on VecMap, we
compare between our method with VecMap. When
we optimizing the initialization dictionary’s quality,
our method has a faster convergence rate (824 vs.
1346 iterations for EN-VI pair). It shows that a
good initialization not only leads to a better accu-
racy, but also speeds up convergence.

5.3 Evaluation on cross-lingual feature

We test the performance of our cross-lingual fea-
ture in this section. We first compare cross-lingual
features with pre-trained features and second-order
of pre-trained features. For each language pair, we
choose MUSE parallel dictionary (Lample et al.,
2018), which contains 5000 aligned words as our
dataset. We calculate the similarities between each
aligned word using three kinds of features men-
tioned before. The results are shown in Table 4. As
can be seen, the results of our cross-lingual features
are significantly better than the pre-trained feature.
For the second-order similarity, which represents a
cross-lingual representation, our method is 0.024
more than it. Besides, our method is more efficient
and not limited by computational complexity. The
results show that our feature is cross-lingual.

For the case study, we choose 8 parallel pairs of
high frequency words on EN-ZH language pair and
calculate the similarity of cross-lingual features
between each word pair. The results are shown
in Figure 2. These similarities conform to our ex-
pectations. The words having the same meaning
in different languages have similar representations
which are shown in Figure 2 that elements on the
main diagonal have a higher score of similarity of
most word pairs. In particular, our feature can ac-
curately distinguish four word pairs in all our eight
tests. On the other hand, our feature exhibit good
symmetry. For the similar meaning words <one,
first>, their similarity with all the other words is
similar which means the second and third rows
in Figure 2 have similar results (the same for the
second and third columns). Besides, for the word
pairs that have a high similarity, their correspond-
ing rows and columns have symmetry.

5.4 Ablation test

In order to better understand the role of each part
in our proposed method, we do the ablation test to
separately analyze the effect of cross-lingual fea-
tures, pre-trained embeddings and normalization
on initialization. We use the same setting with the
best score in Table 6 (SCB dim 100) for the abla-
tion test. The obtained results are shown in Table
5.

For our cross-lingual feature extraction method,
we observe that the characterization ability of our
feature is better than pre-trained embeddings, and
the average of it exceeds the pre-trained embed-
dings by 7.47%. Moreover, our feature can be used
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EN-VI EN-TH EN-ZH EN-JA
Model avg
— — — — — — — —
Pre-trained feature 0.014 0.001 0.014 0.016 0.002 0.004 0.018 0.016 0.011

Second-order similarity | 0.853 0.895 0.594

Cross-lingual feature 0.872 0.882 0.661

0.772 0.763 0.803 0.767 0.754 0.775
0.803 0.758 0.827 0.798 0.792 0.799

Table 4: Results of similarities on parallel dictionary. We calculate the similarities for each parallel words and report
the average score of the similarities for each language pair. We experiment on pre-trained feature, second-order

similarity of pre-trained feature and cross-lingual feature.

EN-VI EN-TH EN-ZH EN-JA
Model avg
— — — — — — — o
Full system ‘ 4551 5596 16.35 3.28 26.82 3340 48.85 38.08 33.53
- Cross-lingual feature | 0.07 0.07 022 0.26 2490 0.14 4373 3240 12.72
- Pre-trained feature 0 0 1424 381 26.36 3340 49.15 36.71 20.46
- Normalization ‘ 4530 52.66 15.68 3.15 25.12 3248 49.00 3564 32.38

Table 5: Ablation test on the setting: SCB method, 100 dim of cross-lingual feature. We do 10 runs for each method
and report the average score of the accuracies (%) and the average accuracy score of all language pairs.

Similarity of High Frequency Word

1.000

0975
one-
0950

years -

0925
school

- 0900
history -
- 0875
think
- 0850
american -
- 0825

culture -

- 0800

Figure 2: High frequency pairwise word similarity
based on cross-lingual feature.

directly to initialize the dictionary. We do not need
to calculate the second-order similarity, which re-
duces the problem size and computational complex-
ity. Besides, the results show the complementary of
these two kinds of features. They describe words
from different dimensions. When we combined
them using the two combination methods we pro-
posed (ECB and SCB), they produce better results
than either feature alone.

As for the normalization, the SCB method uses
two kinds of features to compute similarity sepa-
rately, and the results of regularization is not obvi-
ous. However, the ECB method uses concatenation,
which is more sensitive.

5.5 Comparison with ECB and SCB method

In this section, we compare different initialization
proposed in Section 3.2. As it can be seen in Table
6, the Similarity combination (SCB) method have
a better result in most dimensions than Embedding
combination (ECB) method. Besides, for each lan-
guage pair, the best score among each dimension
of SCB is better than ECB (expect EN-JA in Table
3). Especially, compared with ECB method, SCB
method improves 31.95% in the reverse direction
of EN-VL

At the same time, the SCB method is less sensi-
tive to the dimension parameters of cross-lingual
features than ECB method. As we can see in Ta-
ble 6, the SCB method produces stable and good
results across different dimension settings, which
shows that SCB method is more robust and can be
adapted on more challenging problems.
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Model EN-VI EN-TH
— — — —
ECB dim 50 0 0.3 0 341
ECB dim 100 0 1.65 0.11 3.94
ECBdim 150 | 0.15 0.22 022 3.15
ECB dim200 | 0.28 0.75 1435 3.28
ECB dim 250 | 48.36 4.12 1424 0.26
ECB dim 300 | 0.73 23.41 15.57 0
SCBdim 50 | 46.46 5386 0.22 3.54
SCB dim 100 | 45.51 54.38 16.24 3.28
SCB dim 150 | 45.88 55.36 15.19 2.89
SCB dim 200 | 45.88 49.06 15.57 6.72
SCB dim 250 | 46.97 5296 15.35 3.15
SCB dim 300 | 48.43 53.26 15.57 3.67

Table 6: Results of different initialization on VecMap
model. We do 10 runs for each method and report
the average score of the accuracies (%). For each lan-
guage pair, we initial VecMap with Embedding combi-
nation (ECB) method and Similarity combination (SCB)
method in 6 different cross-lingual feature dimensions.

6 Related Work

Unsupervised bilingual lexicon induction (UBLI)
is an important task of machine translation. The
existing methods for unsupervised bilingual lexi-
con induction are divided into two directions. The
first is based on statistic method, and the other is
based on the pre-trained embeddings. Most of the
methods follow the same procedure that is to find
an initial solutions and then learning a mapping
method between two embedding spaces. The key
of these methods is finding an initial solution.

For statistical methods, Haghighi et al. (2008)
induced translations for words by using a genera-
tive model based on canonical correlation analysis,
which explains the monolingual lexicons in terms
of latent matchings. Vuli¢ et al. (2011) proposed
a bilingual Latent Dirichlet Allocation model for
finding translations of terms in comparable corpora
without using any linguistic resources. E and Zhou
(2022) proposed a method in a more mathematical
way. Their Markov semantic model characterized
the meaning of words with language-independent
numerical fingerprints.

In recent years, most methods initialized seed
dictionary based on pre-trained embeddings. These

methods can be divided into three categories. The
first category is using adversarial methods (Lam-
ple et al., 2018; Alvarez-Melis and Jaakkola, 2018;
Xu et al., 2018). They trained a generator to find
a mapping between two embedding spaces and a
discriminator to distinguish the mapped source em-
bedding from the target embedding. The second
category is based on the structure of embedding
space. Artetxe et al. (2018a) showed the fact that
two equivalent words in different languages should
have a similar distribution, and used the second-
order similarity of pre-trained embeddings as an
initialization of UBLI. The third category is based
on a non-linear mapping method. Glavas and Vuli¢
(2020) removed the orthogonal constraint of the
mapping method. Glava§ and Vuli¢ (2020) pro-
posed a non-linear mapping in the latent space of
two independently pre-trained autoencoders.

All these methods only use one kind of feature.
Different from their methods, we leverage both
monolingual corpus and word-level pre-trained em-
beddings to get richer information and achieve bet-
ter accuracy.

7 Conclusion

In this paper, we propose a method to extract cross-
lingual features through monolingual corpora, com-
bined with pre-trained embeddings in two kinds
to initial UBLI. The experiments show that our
method outperforms existing state-of-the-art meth-
ods on low-resource language pairs (EN-VI, EN-
TH, EN-ZH, EN-JA). The ablation study demon-
strates that the induced cross-lingual features have
a complementary effect to pre-trained embeddings.
Besides, we also offer a MUSE-equivalent dataset
with monolingual corpora.

In the future, we will develop a more robust
way of extracting cross-lingual features for lexicon
induction. Extending UBLI to the phrase level is
also a topic of interest.
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