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Abstract

Lexical substitution, which aims to generate
substitutes for a target word given a context,
is an important natural language processing
task useful in many applications. Due to the
paucity of annotated data, existing methods
for lexical substitution tend to rely on man-
ually curated lexical resources and contextual
word embedding models. Methods based on
lexical resources are likely to miss relevant
substitutes whereas relying only on contextual
word embedding models fails to provide ad-
equate information on the impact of a substi-
tute in the entire context and the overall mean-
ing of the input. We proposed CILex, which
uses contextual sentence embeddings along
with methods that capture additional Context
Information complimenting contextual word
embeddings for Lexical substitution. This en-
sured the semantic consistency of a substi-
tute with the target word while maintaining
the overall meaning of the sentence. Our ex-
perimental comparisons with previously pro-
posed methods indicated that our solution is
now the state-of-the-art on both the widely used
LS07 and CoInCo datasets with PQ1 scores
of 55.96% and 57.25% for lexical substitution.
The implementation of the proposed approach
is available at https://github.com/
sandaruSen/CILex under the MIT li-
cense.

1 Introduction

Lexical substitution is an important Natural Lan-
guage Processing (NLP) task, which aims to gener-
ate and rank suitable candidate words to replace a
given target word, while maintaining the meaning
of the given sentence. Lexical substitution is used
in a wide range of NLP tasks like data augmenta-
tion, paraphrase generation, word sense induction,
or text simplification (Shardlow, 2014; Amrami
and Goldberg, 2018).

Through the years, different approaches have
been introduced for lexical substitution but, due to
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the paucity of annotated data, most of the lexical
substitution systems rely on unsupervised methods
based on lexical resources or pre-trained language
models (Lacerra et al., 2021). Earlier, methods
typically relied entirely on manually curated lex-
ical resources like WordNet (Miller, 1995). The
synonyms obtained from such resources were then
ranked based on their suitability evaluated by a
similarity metric and predefined rules. Some ap-
proaches used vector-based modelling and distri-
butional vectors based on syntactic context to ob-
tain the most suitable synonyms (Melamud et al.,
2015b). Recent advances in contextual language
models like Bidirectional Encoder Representations
from Transformers (BERT) (Devlin et al., 2019),
Embeddings from Language Models (ELMo) (Pe-
ters et al., 2018), and XLNet (Yang et al., 2019)
have resulted in major breakthroughs in NLP. Be-
cause these models carry contextual information
and have the ability of context-sensitive modelling
of word probabilities, they have achieved the state-
of-the-art (SOTA) results in lexical substitution as
well. Some recent research efforts have improved
lexical substitution by modifying the architecture
of contextual embedding models (Zhou et al., 2019)
whereas others integrated lexical resources to con-
textual embeddings to obtain the most suitable set
of substitutes (Michalopoulos et al., 2022).

Methods based on lexical resources may fail to
obtain the most relevant substitutes given that they
predominantly focus on synonyms, hypernyms, and
hyponyms. Moreover, they fail to consider the in-
fluence of the substitute on the global context of the
given sentence (Zhou et al., 2019). Even though the
contextual word embedding models consider the
given context, they are unable to provide sufficient
knowledge about the effect of the substitute on the
overall meaning of a sentence.

To address these issues, the aim of this paper was
to investigate the effect of introducing contextual
sentence embeddings alongside contextual word
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embeddings in the lexical substitution task. We first
analysed the impact of the addition of contextual
sentence information and then, investigated other
methods to improve lexical substitution (Zhou et al.,
2019; Michalopoulos et al., 2022). The proposed
solution achieved the SOTA results on the LSO7
and ColnCo datasets.

The main contributions of the paper were as fol-
lows:

* Analysis of the impact of adding sentence con-
text for lexical substitution.

* Analysis of methods, which incorporate lexi-
cal resources and additional context informa-
tion to improve lexical substitution.

* A lexical substitution solution, which out-
performed previous SOTA methods, and
its release at https://github.com/
sandaruSen/CILex under the MIT li-
cense.

2 Related Work

Researchers have identified different subtasks un-
der lexical substitution, namely substitution gener-
ation, substitution selection, and substitution rank-
ing (Shardlow, 2014). Out of these, substitution
generation and substitution ranking are considered
as the two main subtasks, where the former focuses
on generating possible substitutes for a target word
given the context, and the latter aims to rank the
substitutes (Giuliano et al., 2007; Martinez et al.,
2007). Ranking of the substitutes may include
ranking of the generated substitutes by the lexi-
cal substitution method or a much simpler ranking
problem with ranking of the set of substitutes ob-
tained from the human-annotated data given in the
dataset (Erk and Pado, 2010; Thater et al., 2011).
Early efforts on lexical substitution relied mainly
on manually curated lexical resources like Word-
Net (Miller, 1995) which evolved to the use of
unsupervised methods and models based on dis-
tributional similarity. Word embeddings, such as
word2vec (Mikolov et al., 2013) were used to ob-
tain substitutes by selecting words with embed-
dings residing near the target word. The embedding
similarity obtained from these models was used to
rank the substitutes (Melamud et al., 2015b). The
model context2vec, introduced by Melamud et al.
(2016), produced the contextual embeddings for a
given target word by combining the output of two

bidirectional Long Short-Term Memory Networks
(LSTMs) using a feedforward neural network. This
model was successfully applied for the ranking of
given substitutes in the lexical substitution task.
ELMo used a similar approach with bidirectional
LSTMs where the embedding of a given word was
created based on the meaning of the context it ap-
peared (Peters et al., 2018). ELMo was used in
the lexical substitution task to rank the candidates
by calculating the cosine similarity between the
contextual embeddings from the ELMo for the tar-
get word and all the substitutes for the target word
(Gari Soler et al., 2019).

The introduction of transformers resulted in ma-
jor advances in a wide range of NLP tasks (Vaswani
et al., 2017). Transformer-based language mod-
els trained on extra large corpora like BERT (De-
vlin et al., 2019) and a robustly optimised BERT
(RoBERTa2) (Liu et al., 2019) used a masked lan-
guage modelling objective where tokens were re-
placed by a special token [MASK] in the train-
ing process. Further improving on the BERT-
based language models, XLLNet was introduced;
it used an autoregressive pre-training method with
a permutation-based language modelling objective
without corrupting the input with masks (Yang
et al., 2019). These contextual embedding mod-
els were extensively used for lexical substitution.

The authors in Zhou et al. (2019) relied on
contextual word embeddings for lexical substitu-
tion. They modified the BERT architecture with a
dropout embedding policy where the target word
was partially masked with the aim of providing
some information of the target word in the predic-
tion. To evaluate the fitness of possible candidates,
the authors introduced a validation score which
was computed using representations in the top four
layer’s of BERT. The proposed method achieved
the SOTA results for lexical substitution. Arefyev
et al. (2020a) presented an extensive analysis on
different contextual embedding models for lexical
substitution. The authors, in addition to the model
probability predictions for the target word, com-
puted the word embedding similarity of the target
with all the words in the model’s vocabulary for fi-
nal predictions. Their experimental comparisons in-
dicated that XL.Net had superior performance com-
pared to other contextual word embedding models
like ELMo, BERT, and RoBERTa at providing sub-
stitutes given no changes in the basic architecture
of the models.
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Figure 1: A flowchart of the proposed solution.

Michalopoulos et al. (2022) presented a frame-
work, which integrated external knowledge from
WordNet to BERT for lexical substitution. The au-
thors computed a proposal score based on BERT
and WordNet, a gloss sentence similarity score
based on WordNet definitions, a sentence similar-
ity score using a contextual sentence embedding
model, and the validation score introduced by Zhou
et al. (2019) to obtain the final set of substitutes.
Compared to Zhou et al. (2019) and Arefyev et al.
(2020a), additionally their approach integrated both
WordNet and contextual sentence embeddings for
lexical substitution. These authors’ most recent
methods on lexical substitution relied mostly on
contextual word embedding models (Zhou et al.,
2019; Arefyev et al., 2020a) and the use of a vari-
ety of methods that provide contextual information
(Michalopoulos et al., 2022).

In our study, we specifically focused on the
added value of sentence context for lexical sub-
stitution based on contextual sentence embeddings.
We based our experiments on Arefyev et al. (2020a)
which gave evidence of XLNet outperforming other
contextual embedding models for lexical substitu-
tion, and analysed the impact of adding sentence
context information. Additionally, we introduced a
WordNet-based metric and investigated the meth-
ods proposed by Zhou et al. (2019); Michalopoulos
et al. (2022) for lexical substitution.

3 The CILex Solution

In this study, we investigated the impact of sentence
context and the methods that capture context infor-
mation, and proposed a lexical substitution solution
called CILex (Figure 1). We followed Arefyev et al.
(2020a) and Michalopoulos et al. (2022) as the ba-
sis of our work.

3.1 Preprocessing Methods

To address the performance degradation of XLNet
model for short contexts (Arefyev et al., 2020a),
we explored two main preprocessing steps, namely,
converting to title case and prepending strings to
the input. Following Arefyev et al. (2020a), we
tested out prepending two types of strings (a ran-
dom set of strings followed by a meaningful string)
to increase the input length and assessed the impact
in the performance of our models. We observed
a slight improvement in the results when only a
meaningful string was prepended. When prepend-
ing with XLNet, to ensure the separation of the
input and the string and to define the beginning
of a sentence, use of a special end-of-document
(<eod>) token (Arefyev et al., 2020b) and conver-
sion of the first word in a sentence to title case were
performed.

3.2 Contextual Word Embedding-based
Scores

Model Prediction Score. Given a target word x
and its context ¢, we obtained the probability pro-
vided by the XLNet model P(w|c) as the model
prediction (w is any word from the XLNet vocabu-
lary). We used the XL.Net model following Arefyev
et al. (2020a) which gave evidence of XL Net out-
performing other contextual word embedding mod-
els like BERT, ELMo, and RoBERTa without fine-
tuning.

Proximity Similarity Score. In addition to the
model prediction, we obtained the probability of
possible substitutes based on their proximity to the
target word P(w|x) through embedding similarity
which was computed using the inner product of the
embedding of the target word and the embedding of
the respective word (embedding,, - embedding,))
(Arefyev et al., 2020a).
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These probability scores were linearly combined
for each word in the vocabulary to obtain Sy1yet
which is a representation of the model prediction
and the embedding similarity (Eq. (1)).

Sxrver = aP(w|c) + BP(w|z) (1)

where « is the weight for model prediction score
and f is the weight for embedding similarity score.
The values for parameters « and  can be fine-
tuned.

Based on Syinetr score, the words were ranked
to obtain the top 20 possible substitutes.

3.3 Contextual Sentence Embedding-based
Scores

To evaluate the suitability of the possible candi-
dates and their influence in the global context of
the given sentence, we used contextual sentence
embeddings with the assumption that contextual
sentence embeddings are capable of ensuring that
the possible substitutes do not change the overall
meaning of the sentence.

Given a sentence s with a target word x;, we
obtained an updated sentence (s) by replacing the
target word with a possible substitute. An updated
sentence can be denoted as 8" = (xy, ..., zf, ...).
For each possible substitute, a sentence similarity
score was then calculated using cosine similarity
using the sentence embeddings for the original sen-
tence s and the updated sentence s’

Ssent = cos(s,s). 2)

To obtain sentence embeddings, we experi-
mented with a general sentence embedding model
based on RoBERTa (stsb-roberta-large) (Reimers
et al., 2019), unlike Michalopoulos et al. (2022)
who used a fine-tuned RoOBERTa sentence embed-
ding model.

To investigate the added value of sentence con-
text, the scores from the XLNet model and the
sentence similarity model were linearly combined
to obtain the candidate score .S for the possible sub-
stitutes with -y and ¢ as the weights for Sxryer and
Ssent scores respectively. The model which relied
only on Sxryer and Ssene was defined as CILex].

S = vSxinet + 0Ssent - 3)
3.4 Additional Context Information-based
Scores

Gloss Sentence Similarity Score. As introduced
by Michalopoulos et al. (2022), we computed a

gloss sentence similarity score Sg1.5s based on
WordNet and BERT (bert-large-uncased) which
captured additional context information of the tar-
get word. For target words and possible substitutes,
lists of potential definitions were obtained from
WordNet. By computing the similarity score be-
tween the given sentence and the definitions, the
most suitable definitions for each target word and
substitute was obtained. For each substitute, a gloss
similarity score was obtained by computing the
cosine similarity between the best definition em-
bedding of the target word d; and best definition
embedding of the substitute d,,.

Sgloss = COS(dt,dw). (4)

WordNet Similarity Score. Similar to the
Sg1oss score, we introduced a new score Syordanet
based on WordNet and BERT (bert-large-uncased).
Unlike S51,55 score, we obtained lists of potential
definitions only for the target words, from which
the most suitable definition for the target word
was obtained computing cosine similarity score
between the given sentence and the definitions. By
replacing the target word in the given sentence by
possible substitutes, a list of updated sentences
were obtained. For each substitute, wordnet based
similarity score was obtained by computing the co-
sine similarity between the best definition of the
target word d; and the updated sentence s’.

Swordnet = COS(dt, SI)‘ (5)

Validation Score. We also used the validation
score Sya1 in Zhou et al. (2019) by computing the
cosine similarities between the BERT-based con-
textual embeddings (bert-large-uncased) of the top
four layers of every token in the original sentence
and the modified sentence.

For each word filtered based on Sxiyetr Score,
Ssent’ Sgloss’ Swordnet, and Sval scores were
calculated. The scores were then linearly interpo-
lated to obtain the candidate score S for the possi-
ble substitutes with -y, d, 8, and w as the weights for
SXLNeta Ssent’ Swordneta and Sval Scores respec-
tively for CILex2 (Eq. (6)). For ClLex3, Syordnet
score was replaced using Sq10ss (Eq. (7)) L

S = ’YSXLNet‘i‘(sSsent+65wordnet+wsval- (6)

S = ’VSXLNet + 5Ssent + HSgloss + WSval- (7)

"Both Syoranet and Sg10ss are based on WordNet and
BERT models, and therefore not considered together.
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Sentence

Candidate Substitutes with Weights

If we take the factual context in which the term is used

into consideration ...
It shouldn’t take that long .

If you don’t take the risk of dying by driving to the

store ...

consider 2; accept 1; include 1; think
about 1

last 2; be 1; engage for 1

tolerate 1; run 1; undergo 1; accept 1;
risk 1

Table 1: Three example instances for the target word take from LSO7 dataset.

4 [Experiments

This section gives an overview of the datasets used
in the experiments, evaluation metrics, the exper-
imental setup, and the results from performance
evaluations.

4.1 Datasets in Experiments

We evaluated ClLex1, CILex2, and CILex3 on
the two most widely used English datasets for
lexical substitution task: the SemEval 2007 task
dataset (LS07) (McCarthy and Navigli, 2007) and
the Concepts in Context (ColnCo) (Kremer et al.,
2014) dataset.

LS07 dataset is from the English Internet Cor-
pus and consists of 2, 010 sentences for 201 target
words with 10 sentences per target word. The an-
notators were asked to provide up to 3 candidate
words for each target word.

ColnCo dataset is from the “Manually Annotated
Sub-Corpus” and it consists of 15,415 sentences
with 3, 874 target words. For each target word, 6
candidate substitutes were provided by the annota-
tors.

Each candidate substitute in the datasets was
assigned a weight, which corresponds to the fre-
quency it was chosen by the annotators. Table 1
provides an example of three instances of the target
word take with the candidate substitutes provided
by the annotators in LS07 dataset.

4.2 Experimental Setup

We evaluated CILex on the two subtasks of lexical
substitution: substitution generation and substitu-
tion ranking.

In the substitution generation task, possible sub-
stitutes for the target word were obtained from our
proposed approach. We based our evaluation on the
metrics proposed in the SemEval 2007 task (Mc-
Carthy and Navigli, 2007), in particular, we used
best and best-m to evaluate the quality of the best
predictions of the system and out of ten (oor) and
oot-m to assess the coverage of the gold substitutes

in the top ten best predictions respectively.”? We
also used precision@1 (PQ@1) and precision@3
(PQ3) as evaluation metrics to have a thorough
comparison with Zhou et al. (2019); Arefyev et al.
(2020a); Michalopoulos et al. (2022). We com-
puted the PQFE, k = {1, 3} as follows:

pak — acceptable substitutes in the system top-k

substitutes in the system top-k

To evaluate the statistical significance of the PQ@1
score of CILex methods, we used Wilcoxon Signed-
Rank Test (Wilcoxon, 1992) and Pearson correla-
tion (Benesty et al., 2009).

The substitution ranking task was performed
based on the substitutes provided in the dataset.
Following the previous works, we pooled all the
candidate substitutes for the target word in the
given instance across the dataset based on the target
lemma and Part Of Speech (POS) tag and removed
multi-words from the list (Melamud et al., 2015b;
Arefyev et al., 2020a; Michalopoulos et al., 2022).
The filtered out list was the input to the system
as candidates to be ranked. As the gold standard,
we used the given candidate substitutes. The pro-
posed approach was then used to rank the possible
candidates. CILex was evaluated for the candidate
ranking task using the Generalised Average Preci-
sion (GAP) score (Kishida, 2005) where candidates
are ranked based on their weights; candidates with
higher weights should be ranked higher.

We experimented with weights when combining
the scores together. Scores from the XL.Net model
(Eq. (1)) were computed by setting the o parame-
ter to 1 and S parameter to 10 following (Arefyev
et al., 2020a). When integrating the XL.Net score
Sxrnet With sentence similarity score Sgent, em-
pirically, we changed the ~ parameter to 1, 0.5, and
0.05 keeping 4 at 1. We obtained the best results
when  was 0.05. For 6 and w, we used 0.05 and

2For brevity, details of all the evaluation metrics are not

described. More information can be found at McCarthy and
Navigli (2007).
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Method best  best-m oot oot-m PQ@l1 PQ3
LS07 dataset

Substitute Vector (Melamud et al., 2015a) 12.7  21.7 36.37 52.03 - -

PIC (Roller and Erk, 2016) - - - - 19.7 14.8
Transfer Learning (Hintz and Biemann, 2016) 17.2 - 48.8 - 40.8 -
BERT-based substitution (Zhou et al., 2019) 20.3 342 554 684 51.1 -
BERT-based substitution* 12.8  22.1 439 59.7 31.7 -
XLNet+embs (Arefyev et al., 2020a) 21.32 37.80 55.04 7390 50.56 36.29
LexSubCon (Michalopoulos et al., 2022) 21.1 35.5 51.3 68.6 51.7 -
ClLex1 22.15 39.02 5498 74.15 53.38 37.58
ClLex2 23.17 4098 5551 7390 5543 38.15
CILex3 2331 4098 56.32 74.88 5596 38.5

ColnCo dataset

Substitute Vector 8.1 17.4 26.7  46.2 - -
BERT-based substitution 14.5 339 459 699 563 -
BERT-based substitution* 11.8 242 36.0 568 435 -
XLNet+embs 15.09 33.02 4506 71.85 52.57 39.67
LexSubCon 14.0 29.7 380 592 505 -
ClLex1 1596 35.04 4584 7212 5573 41.34
ClLex2 16.30 35.73 46.55 72.84 56.77 423
CILex3 16.39 3580 46.87 7298 57.25 4249

Table 2: Results of the best implementations of our approach and previous state-of-the-art models for LS07 and
ColnCo datasets (Higher the value, better the performance). We reproduced the results of Arefyev et al. (2020a)
and included reproduced results of the BERT-based substitution method (Zhou et al., 2019) by Michalopoulos et al.
(2022) which is shown in *. Best values are bolded. (Results for the entire dataset can be found at Appendix A.)

0.5. The linear model parameters for LSO7 dataset
were fine-tuned against ColnCo dataset and vice
versa (Arefyev et al., 2020a). We conducted our
experiments on a RTX 3090 graphics card with 24
GB memory and CUDA 11.4.

4.3 Experimental Results from Performance
Evaluations

Substitution Generation. Our proposed ap-
proaches outperformed all the previous SOTA lex-
ical substitution methods for both datasets (Ta-
ble 2). We compared our best performing ap-
proaches (Eq. (3), Eq. (6), Eq. (7)) with the
previous best results from substitute vector-based
method (Melamud et al., 2015a), PIC (Roller and
Erk, 2016), transfer learning-based method (Hintz
and Biemann, 2016), BERT for lexical substitu-
tion (Zhou et al., 2019), XLNet+embs method
(Arefyev et al., 2020a), and LexSubCon method
(Michalopoulos et al., 2022). CILex3 outperformed
the most recent method by Michalopoulos et al.
(2022) on both datasets by a ~4% improvement
on LS07 dataset and ~6.75% improvement on Co-
InCo dataset. CILex3 also showed an improvement
of ~5% and ~4.5% on LS07 and ColInCo respec-

tively compared to (Arefyev et al., 2020a).

Method LS07 CoInCo
Transfer Learning 519 -
Vector Space Modelling 52.5 47.8
PIC 524 483
Supervised Learning 550 -
Substitute Vector 55.1 50.2
context2vec 56.0 479
ClILex1 56.81 51.68
ClLex3 57.83 53.57
ClILex2 58.25 53.92
BERT-based 586 552
XLNet+embs 60.5 55.64
LexSubCon 60.6  58.0

Table 3: Comparison of GAP scores (%) for the candi-
date ranking task. The results from the transfer learning
(Hintz and Biemann, 2016), vector space modelling
(Kremer et al., 2014), PIC (Roller and Erk, 2016), super-
vised learning (Szarvas et al., 2013), substitute vector
(Melamud et al., 2015a), context2vec (Melamud et al.,
2016), XLNet+embs (Arefyev et al., 2020a), BERT-
based lexical substitution (Zhou et al., 2019), and Lex-
SubCon (Michalopoulos et al., 2022) are presented.
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Method best  best-m oot oot-m PQl1 PQ3 RQ10 Runtime
LS07 dataset
Sxinet and Sgent 22.15 39.02 5498 74.15 53.38 37.58 48.67 32 min27 sec
Sxinet and Sgent * 2176 38.70 5527 7390 5238 37.6 48.79 32 min 29 sec
Sxinet and Syoraner  21.53 3837 5459 7276 50.85 3539 4822 25 min 57 sec
Sxrnet and Sg1oss 2097 36.59 50.72 69.35 50.5 304 440 45 min 11 sec
Sxrnet and Sya1 2198 3846 5439 7293 5273 36.78 48.15 59 min 37 sec
ColnCo dataset

Sxinet and Sgent 1596 35.04 4584 7212 5573 41.34 37.21 4 hrs 54 min
Sxinet and Sgent * 1571 3439 46.07 72.80 54.63 41.88 37.31 4 hrs 59 min
Sxinet and Syoraner 1523 33.39 4448 70.84 53.07 38.14 3577 3 hrs 18 min
Sxinet and Sg1oss 1495 3235 4146 6622 5237 3454 3327 6hrs28 min
Sxinet and Sya1 15.63 3439 4476 70.57 54.64 3997 3626 8hrs47 min

Table 4: Ablation study of the proposed approach with Syr .. as the basis and different methods to obtain additional
context information. In *, we used the fine-tuned RoOBERTa model to compute sentence similarity scores.

All the proposed CILex solutions gave statisti-
cally significant improvement of PQ1 score com-
pared to (Arefyev et al., 2020a) for both datasets
(P<0.05). Both CILex2 and CILex3 were statisti-
cally significantly better than CILex1. However,
based on Pearson’s correlation results for CILex2
and CILex3, we could observe a high level of cor-
relation between the two methods.

Candidate Ranking. Our proposed approaches
provided competitive results on both LS07 and Co-
InCo datasets for candidate ranking task (Table
3). We could observe that CILex approaches out-
performed the transfer learning (Hintz and Bie-
mann, 2016), vector space modelling (Kremer
et al., 2014), PIC (Roller and Erk, 2016), super-
vised learning (Szarvas et al., 2013), substitute
vector (Melamud et al., 2015a), and context2vec
(Melamud et al., 2016) methods. However, BERT-
based lexical substitution (Zhou et al., 2019), XL-
Net+embs (Arefyev et al., 2020a), and LexSubCon
(Michalopoulos et al., 2022) reported better results
than the proposed approach for candidate ranking.

Ablation Study on Substitution Generation.
We conducted an ablation study to evaluate the
effect of contextual sentence embeddings and dif-
ferent methods that capture context information
introduced in (Zhou et al., 2019; Michalopoulos
et al., 2022) (Table 4). We have presented results
for the recall of the top 10 predictions (R@10) and
run time for each experiment as additional metrics.

The results from our analysis of the contribution
of fine-tuned contextual sentence embeddings and
general contextual embeddings indicated that fine-
tuned sentence embedding model on the dataset

does not necessarily perform well for lexical sub-
stitution. We used Sxiner as the basis and ex-
perimented with two contextual sentence embed-
ding models based on RoBERTa and the fine-tuned
sentence embedding model based on RoBERTa
(Michalopoulos et al., 2022). Based on our experi-
ments, we observed that both models gave similar
results for LSO7 and CoInCo datasets.

We further performed experiments to analyse
the relative contribution of additional context in-
formation obtained by Sy rdanet, Sgioss, and Sya1
with respect to the output from Sxiyer. Our results
implied that the model achieves the worst perfor-
mance when gloss sentence similarity score was
used as additional context information. Based on
our results, we also observed an increase in the fi-
nal results when sentence similarity score was used
to obtain additional context information.

To identify the efficient methods of integrating
contextual information for lexical substitution, we
reported the runtimes for our experiments (Table
4). The runtimes indicated that use of S,ordnet 1S
comparatively efficient. However, considering the
computational vs performance trade-off, desired
scores can be used for lexical substitution.

Number of successful predictions
Dataset 0 1 2 3
LS07 23.19 4327 2836 5.16
ColnCo 22.00 3798 30.53 947

Table 5: The percentage of no. of samples in each
dataset based on the number of successful predictions
in the top three predictions.
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Sentence

Gold Substitutes

Top Three Predictions

Nevertheless she gave me what 1
can only describe as as apprais-
ing glance

call, see, recount, imagine, detail,
assess as

description, explain, de-
fine

Just another wild and crazy guy.

uninhibited, turbulent, rowdy,
restless, peculiar, intense, insane,
impassioned, fierce, adventurous

crazy, reckless, random

The federal complaint offers
many details of the alleged con-

specific, point, fact, tidbit, snip-
pet, item, issue, facet, count, ac-

information, description,
outline

spiracy ... count

He said.

state, remark, declare, comment,

speak, tell, reply

cite, ask, answer

Table 6: Four example instances from ColnCo dataset whose top three model predictions were not in the gold
substitutes and the extracted possible substitutes from WordNet. The target words are bolded.

4.4 Analysis of the Substitution Generation
Results

We conducted experiments to further analyse the
performance of the CILex architecture. For each
dataset, we calculated the percentage of successful
predictions as the samples for which the model re-
turned at least one prediction that was included in
the gold substitutes, considering the top three pre-
dictions (Table 5). We observed that for 76.8% of
the LSO7 dataset and 77.99% of the ColnCo dataset
CILex provided at least one successful prediction.
We further analysed the 23.19% and 22% of LS07
and CoInCo datasets for which our method did not
yield a successful prediction.

For the target words in the samples which did
not yield at least one successful prediction, we ex-
tracted synonyms, hypernyms, and hyponyms from
WordNet as possible substitutes and checked if at
least one of the model predictions was in the ex-
tracted WordNet substitutes. Results from CILex
indicated that 51.64% of LS07 and 25.69% of Co-
InCo which did not yield a successful prediction,
contained predictions that were included in the ex-
tracted WordNet substitutes. This implied that,
even though for certain samples there were no suc-
cessful predictions based on the gold substitutes,
they included predictions with a certain relevance
to the target word. We manually checked the re-
maining samples, for which our method did not
yield a successful prediction and which were not
included in the WordNet substitutes, as illustrated
in Table 6. In the analysed instances, we observed
predictions which could be considered as possible
substitutes for the given target word.

5 Discussion

In this paper, we analysed the impact of introduc-
ing contextual sentence embeddings and methods
which provide additional context information for
lexical substitution, thereby ensuring that the substi-
tutes are semantically consistent while preserving
the overall meaning of the sentences. The results
from the proposed CILex solution outperformed
previous SOTA methods for lexical substitution on
LS07 and CoInCo datasets. Our results indicated
that accounting for sentence context information
has improved the performance on the substitution
generation task. This is demonstrated by our ap-
proach (i.e., CILex) outperforming (Arefyev et al.,
2020a) SOTA contextual word embedding-based
method on two datasets. However, interestingly
based on our results, the performance did not im-
prove in the candidate ranking task, which requires
further investigation.

The results from our ablation study on the meth-
ods, which provide additional context information,
indicated that they improve the lexical substitu-
tion task. Analogously with Michalopoulos et al.
(2022), our results implied that the model achieves
the worst performance when gloss sentence simi-
larity score was used as additional context infor-
mation. This could be mainly due to WordNet be-
ing manually curated and definitions for words ob-
tained from WordNet might not reflect the meaning
of the words in the given context. Furthermore, for
certain words, definitions may not be available on
WordNet. Based on our results, we also observed
an increase in the final results when sentence simi-
larity score was used to obtain additional context
information as opposed to wordnet score, gloss sen-
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tence similarity score, and validation score. This
is likely because the sentence similarity can ap-
propriately identify if a substitute fits the context
and ensures that the overall meaning of the sen-
tence is unchanged. However, when compared
with Michalopoulos et al. (2022), their approach
yielded an improvement in results when the vali-
dation score introduced by (Zhou et al., 2019) was
used. These observations hindered us to come to
a conclusion as to which of the components con-
tributes most to lexical substitution and illustrated
that different components contributed differently.

Our experiments gave evidence of the impor-
tance of the initial model/method used to obtain the
first set of substitutes. The proposed CILex solu-
tion, which relied on an XLNet-based method to ob-
tain the initial set of substitutes, outperformed Lex-
subcon (Michalopoulos et al., 2022) which used a
BERT-based method to obtain the initial set of sub-
stitutes. CILex showed an improvement of ~4%
on LS07 dataset and ~6.75% on ColnCo dataset.
These insights guided us to conclude that the initial
model used to obtain the possible candidates also
had a direct impact to the lexical substitution which
requires a thorough investigation.

The proposed CILex solutions are based on pre-
trained language models and therefore are general-
isable. For domain specific applications, the pro-
posed approach can be easily transferable by replac-
ing the pre-trained language models with respective
domain specific models.

Further analysis of the substitution generation
results indicated that samples which did not have
successful predictions may contain potential substi-
tutes based on WordNet. This illustrated the impact
of the annotation subjectivity in the interpretation
of the performance of the lexical substitution task.

As future work, we intend to extend our experi-
ments and analyse methods that can provide con-
text information to improve lexical substitution.
Moreover, the impact on the candidate ranking task
will be explored further as future work. We also
plan to look into the applicability of the proposed
approach for other tasks like word sense induction
(Amrami and Goldberg, 2018) and word sense dis-
ambiguation.

6 Conclusion

We have presented and released a solution for lexi-
cal substitution investigating the impact of sentence
context obtained from contextual sentence embed-

dings. We have introduced and further integrated
methods which capture additional context informa-
tion as proposed by Zhou et al. (2019); Michalopou-
los et al. (2022). The unified solution has achieved
the SOTA results on two benchmark datasets; LSO7
and ColnCo.

We have also analysed and evaluated effects of
different methods that provide contextual informa-
tion and their contribution for lexical substitution.
The results have demonstrated the importance of
sentence context information obtained using con-
textual sentence embeddings in lexical substitution.

7 Ethical Considerations

We proposed a solution for lexical substitution and
analysed the impact of adding sentence context
using contextual sentence embeddings. Addition-
ally, we also incorporated scores proposed in (Zhou
et al., 2019; Michalopoulos et al., 2022) for lexi-
cal substitution to evaluate the significance of each
of them.

The proposed approach was tested and validated
on two benchmark datasets: LS07 dataset and Co-
InCo dataset. According to the National Statement
on Ethical Conduct in Human Research (2007) —
Updated 2018 (National Health and Medical Re-
search Council, 2018), a new ethics approval was
not required for our experiments and, to the best
of our knowledge, both datasets were created ethi-
cally. No new data or annotations were collected
as part of our study.
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A Results of the Entire Dataset

The CILex solutions are based on pre-trained con-
textual embedding models and therefore no training
is performed. Hence, we have also provided the
results of the proposed approaches for the entire
dataset (Tables 7, 8, and 9).
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Method best  best-m oot oot-m PQ@l1 PQ3
LS07 dataset
XLNet+embs (Arefyev et al., 2020a) 20.88 36.92 53.60 71.74 49.53 34.9
ClILex1 21.50 37.68 5353 72.02 5192 36.25
ClLex2 2247 3943 5396 71.81 53.77 36.76
CILex3 22.59 39.22 54.65 7237 5422 37.33
ColnCo dataset
XLNet+embs 14.11 31.70 44.03 71.62 515 395
ClLex1 1537 3471 45.09 7225 56.12 4224
CILex2 15.67 3520 4573 72.88 57.09 43.12
CILex3 15.67 3497 46.03 73.07 57.35 43.27

Table 7: Results of the best implementations of our approach for the whole dataset (trial and test) and the reproduced

results of XLNet+embs method (Arefyev et al., 2020a).

Method best  best-m oot oot-m PQl1 PQ3 RQ10 Runtime
LS07 dataset

Sxinet and Sgent 21.50 37.68 53.53 72.02 5192 36.25 47.6 37 min 5 sec

Sxinet and Syoranet  20.83 3699  53.08 70.41 4923 34.18 47.1 27 min 55 sec

Sxiner and Sqgioss 20.26 3524 4927 66.99 48.63 29.21 43.04 55 min 46 sec

Sxrnet and Sya1 2129 37.19 5278 7041 5097 351 4695 1hr7 min
ColnCo dataset

Sxinet and Ssent 15.37 34.71 45.09 7225 56.12 4224 36.33 7 hr 58 min

Sxinet and Syoraner 1453 3278  43.40 70.72 52.77 38.58 34.62 4 hr52min

Syner and Sqioss 1432 31.82 40.74 6650 5241 3541 3242 10hr 6 min

Sxinet and Sya1 15.02 3391 4385 70.51 5459 40.61 3529 13 hr58 min

Table 8: Ablation study of the proposed approach for the complete dataset (trial and test).

Method LS07 CoInCo
ClLex3 56.91 53.55
ClLex2 5742 53.93
BERT-based 57.9 555
XLNet+embs 59.61 55.64
ClLex1 599 556
LexSubCon 60.3 58.0

Table 9: Comparison of GAP scores (%) for the candidate ranking task on the entire dataset (trial and test). The
results of CILex methods, reproduced results of XLNet+embs (Arefyev et al., 2020a), reported results of BERT-
based lexical substitution (Zhou et al., 2019), and LexSubCon by Michalopoulos et al. (2022) are presented.
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