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Abstract

Query-focused summaries of foreign-language,
retrieved documents can help a user under-
stand whether a document is actually relevant
to the query term. A standard approach to this
problem is to first translate the source docu-
ments and then perform extractive summariza-
tion to find relevant snippets. However, in
a cross-lingual setting, the query term does
not necessarily appear in the translations of
relevant documents. In this work, we show
that constrained machine translation and con-
strained post-editing can improve human rel-
evance judgments by including a query term
in a summary when its translation appears in
the source document. We also present several
strategies for selecting only certain documents
for regeneration which yield further improve-
ments.

1 Introduction

Query-focused summarization creates an overview
of a document which reflects how that document
may be relevant to a provided query; such a task
is useful for any search engine, such as for news
articles or academic papers, where a user may want
to search documents by a given query. In this paper,
we further narrow the use case to one in which the
user seeks a document containing a single specific
query term (which may be a multi-word expres-
sion). For example, if the query is “dossier”, the
user is interested in finding information about a
specific type of collection of files, as might exist
in an intelligence investigation. A summary in the
user’s language can help them decide if a foreign
language document is relevant.

Our work focuses on query-focused extractive
summarization in a cross-lingual setting, where the
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summaries are generated in a language (here, En-
glish) different from the source language of the
documents (here, Farsi, Kazakh, and Georgian).
Because large summarization corpora do not ex-
ist in these languages, we follow a translate-then-
summarize approach (Wan et al., 2010) in which
we first apply machine translation (MT) to translate
documents into English, a language with abundant
summarization corpora, and then summarize the
translated document; however, this introduces ad-
ditional concerns. Translating a document once,
before a query term is known, can lead to word-
ing choices that are sub-optimal for any particular
query term (e.g., if the Kazakh for “dossier” were
translated as “file”, and it may be unclear whether
the specific meaning of dossier occurred in the
source as opposed to other meanings of “file”’). To
address this, we present a constrained regeneration
framework where we translate a document, sum-
marize it with an extractive summarizer that uses
evidence from the source language, and select a
sentence to be regenerated under the constraint to
include the requested query term if appropriate.

Our work is implemented within a pipeline that
includes cross-lingual information retrieval (CLIR)
followed by summarization of retrieved documents;
in the latter step, a summary is generated for a doc-
ument given a specific query term. Based on the
intuition that seeing the query term in the summary
is a strong signal of relevance to end users, we first
present work on three types of constrained regener-
ation systems: Marian-C, a constrained version of
Marian (Junczys-Dowmunt et al., 2018); EDITOR
(Xu and Carpuat, 2021); and constrained automatic
post-editing (Wan et al., 2020, cAPE). In initial
experimentation, however, we found that these sys-
tems often insert the requested query term even in
cases when the foreign document did not contain a
suitable translation. To address this, we further in-
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troduce document selection methods to determine
when to apply regeneration and thus avoid inserting
query terms inappropriately. We perform a human
evaluation and show that the combined use of regen-
eration and document selection improve humans’
ability to accurately distinguish relevant and irrel-
evant non-English documents by their generated
English summaries.

Our approach combines complementary
strengths of the three primary modules needed for
cross-lingual query-focused summarization: CLIR
excels at discovering cross-lingual mappings at
the lexical level, neural MT produces complete
sentences that are often very fluent, but sometimes
at the expense of adequacy and term preservation,
and summarization helps users assess relevance
efficiently. The novelty of our approach lies in a
tight integration of these components, exploiting
CLIR to detect relevance, and combining summa-
rization and selective regeneration of summary
sentences to produce a human-useful summary.

Our contributions are as follows:

1. An approach to cross-lingual query-focused
summarization using constrained regeneration
to make it easier for humans to detect relevant
documents.

2. A method of document selection enabling se-
lective application of constrained regeneration
to avoid over-generation of the query term.

3. Human evaluation in three different languages
demonstrating that constrained MT performs
better than constrained automatic post-editing
for low-resource settings and that we can im-
prove the end user’s ability to identify relevant
documents using our approach.

2 Background
2.1 Problem Definition

In this work, we operate in the setting of cross-
lingual information retrieval and summarization.
Our work focuses primarily on the summarization
component of this problem, where we are given an
English document D, composed of multiple sen-
tences s1, S2, ..., Sp, and a search query ¢ (which
is a text string) and asked to generate a summary
of D that condenses the information relevant to q.
We apply extractive summarization, which means
that our output summary S will be a subset of the
sentences in D. In our setting, the English docu-
ment D is actually a translation of a document F'
in another language, and the document-query pair

((D, F'), q) has been generated automatically by a
CLIR system which was given ¢ and a corpus (of
length m) of source-language documents and their
English translations U = {F}, D;}o<i<m. This
introduces some uncertainty as to whether D is al-
ways truly relevant to q. Moreover, the retrieval
system uses a range of methods to deal with the mis-
match between the ¢, D and F’ vocabulary, such as
embeddings, n-best translations, query translation,
and query expansion, and the retrieval thus does
not guarantee that translations of the query terms
occur in D even for the highly relevant documents.

This setup introduces our two main challenges.
First, the initial translation of F' into D was done
without any query in mind, so it may contain syn-
onyms or paraphrases of ¢, or it may have been
incorrectly translated despite being relevant. Sec-
ond, the generated summaries cannot always as-
sume (D, F') is indeed relevant to . Our goal is to
generate summaries that contain the query ¢ if and
only if (D, F') is relevant to ¢ without rerunning a
large pipeline of CLIR and MT components.

2.2 Cross-Lingual Summarization Pipeline

Our system to translate from non-English docu-
ments and English query terms into English sum-
maries is made up of several components developed
by participants in the MATERIAL program'; its
architecture can be seen in Figure 1. Documents
are first translated from the source language into
English using two different MT systems, Marian
(Junczys-Dowmunt et al., 2018); and Google’s mul-
tilingual neural MT (Google NMT) (Johnson et al.,
2017).

The CLIR system, which retrieves relevant doc-
uments for a given query term and can work in
tandem with MT, consists of a combination of
6 retrieval systems, including (1) statistical rank-
ing (such as language models and BM25 (Robert-
son et al., 1995)), (2) neural ranking (Chen et al.,
2021b), (3) re-ranking of both types, (4) stem-
ming, (5) query expansion (using blind relevance
feedback), and (6) document expansion (using
DeepCT (Dai and Callan, 2019)). These systems
were selected to perform optimally on each lan-
guage and thus they differ for different languages.
CLIR provides the ranking of the documents by rel-
evance to the query, and also the cutoff point above
which the documents should be relevant. This cut-

"https://www.iarpa.gov/
research-programs/material
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Figure 1: The architecture of our system pipeline as described in subsection 2.2.

System Marian-C  Marian EDITOR-C EDITOR

fa—en 33.1 31.3 26.3 24.8
kk—en 30.2 28.0 20.5 20.5
ka—en 17.6 15.6 25.0 23.4

Table 1: BLEU scores of our constrained and uncon-
strained MT systems, computed using SacreBLEU (ver-
sion string BLEU+case.mixed+numrefs.1+smooth.exp+
tok.13a+version.1.5.1)

off uses an average of three estimates — the best
ranked cutoff, sum-to-one cutoft and query specific
threshold (Zhang et al., 2020) — and it is tuned to
achieve an optimal F1 score.

Finally, our summarizer takes a given English
document D and English query term ¢ and gener-
ates an extractive summary S as relevant as possi-
ble to ¢ using sentences from D. The summarizer
contains several rankers which each rank all the
sentences s; of D from most to least relevant; these
rankers include

1. a count of exact matches to ¢,

2. a count of stemmed matches to ¢ using Mor-
phAGram (Eskander et al., 2020),

3. mean cosine distance between the translated
English sentence s; and ¢ using the 6B and
42B tokens GloVe embeddings (Pennington
et al,, 2014),

4. mean cosine distance between the source-
language sentence and the English query
term g using Probabilistic Structured Queries
(PSQ) (Darwish and Oard, 2003),

5. mean cosine distance between the source-
language sentence and the translated query
term using FastText embeddings (Bojanowski
et al., 2016) trained for the source language,

6. cosine distance between the translated English
sentence s; and English query term ¢ using
pretrained contextual Sentence-BERT embed-
dings (Reimers and Gurevych, 2019) based
on RoBERTa-large (Liu et al., 2019), and

7. a cross-language sentence selector (Chen
et al., 2021a, SECLR) that ranks directly us-
ing the sentences in the source language and
the query term q.

We combine these rankings using the Borda count
algorithm, a standard algorithm for unsupervised
combination of rankers (Lillis, 2020; Aslam and
Montague, 2001), to obtain a final relevance rank-
ing for all the sentences in the document. We score
the output of each MT system separately on each
sentence to select the most appropriate translation
for a given sentence, and then select the most rele-
vant sentences to add to the summary until a fixed-
length word budget is exhausted.

3 Our Models

Our approach to improve relevance judgments of
summaries is based on (1) constrained regeneration
models that encourage the inclusion of query terms
in document translations, and (2) document and
sentence selection models that identify documents
where the inclusion of query terms is appropriate.

3.1 Constrained Regeneration

We experiment with three approaches that constrain
the system to use the query term in the generated
summaries: autoregressive MT (section 3.1.1), non-
autoregressive MT (section 3.1.2), and automated
post-editing (section 3.1.3). These approaches rep-
resent diverse state-of-the-art strategies to encour-
age rather than enforce the inclusion of query terms
in translations (i.e., the query terms are soft rather
than hard constraints). In this work, we experiment
with soft constraints over hard constraints because
of the intuition that soft constraints give our models
the freedom to choose more natural synonyms and
morphology as needed, and and based on empirical
evidence that soft constraints result in more flu-
ent and overall better translations (Xu and Carpuat,
2021).
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3.1.1 Autoregressive Constrained Machine
Translation: Marian-C

Marian-C is a constrained variant of the Marian
system (Junczys-Dowmunt et al., 2018) trained on
augmented synthetic data to encourage it to include
English query terms in the translated English sen-
tence.? Following Dinu et al. (2019),® we use a
data augmentation technique to train our model to
copy supplied query terms into its output. Aug-
mentation simply consists in concatenating a query
term to the source side of each training sample
(with | | |, a token of three pipe characters, as a
delimiter). We create synthetic query terms for our
parallel text by extracting random spans of target
text of 1 to 3 words. We augment the data in this
way with 75% probability. For the remaining 25%,
we use the original training sample, to preserve the
model’s ability to translate when a query term is not
available. During inference, the query ¢ is simply
appended to the source with the same delimiter.

3.1.2 Nonautoregressive Constrained
Machine Translation: EDITOR

EDITOR takes the source sentence = =
(z1,x2, ..., 1) (where, in our case, x = s;) and
optionally a sequence of constraint terms C' =
(c1y...,cm) (here, C = q) as inputs to generate a
translation y that contains most of the constraint
terms (Xu and Carpuat, 2021). The output is gen-
erated by iteratively editing an input sequence us-
ing repositioning, deletion and insertion operations.
Constraints are seamlessly incorporated in decod-
ing as the initial sequence y° = C to be refined.
They can thus be incorporated into the generated
translation, or deleted, as the model sees fit. This
process does not require custom training. An ED-
ITOR model trained on a standard MT task can
incorporate constraints in this way out of the box.
Table 1 shows that the resulting systems provide
a wide range of quality levels as measured intrin-
sically by BLEU (Papineni et al., 2002). Farsi-
English is evaluated on IWSLT 2012 and 2013
(Federico et al., 2012; Cettolo et al., 2013), Kazakh-
English on WMT 2019 (Barrault et al., 2019), and
Georgian-English on the MATERIAL ANALY SIS
data described in section 4. Despite using simi-
lar parallel training sets, Marian performs better
than EDITOR on Farsi (fa) and Kazakh (kk), while
EDITOR outperforms Marian on Georgian (ka), re-
2See Appendix A for training details.

3Different from Dinu et al. (2019), we do not use additional
input factors.

flecting independent system development processes
that leverage monolingual data differently. Never-
theless, this provides a wide variety of translations
that the summarization model can choose from.

3.1.3 Constrained Automatic Post-Editing

In contrast to MT systems that generate a new trans-
lation from scratch, constrained automatic post-
editing (cAPE) edits the initial translation by incor-
porating desired words and fixing other potential
errors. Following Wan et al. (2020), we use an
autoregressive multi-source transformer model for
this task. It takes as input the source sentence and
the generated translation and outputs the corrected
English sentence with the desired query term.

We generate synthetic post-editing triplets for
training as follows. We use OPUS and ParaCrawl
if available (section 4), resulting in 1.2M training
examples for Kazakh-English, and 11.2M for Farsi.
Each parallel sentence pair is augmented with an
MT output from the relevant MT system (Marian
and Google NMT). The original target plays the
role of reference even though it was not generated
by post-editing. We apply the same terminology
set creation strategy and the same set of hyperpa-
rameters described in the original paper.

3.2 Document Selection

Due to the difficulty of cross-lingual retrieval and
propagation of errors through the pipeline, we are
likely to retrieve multiple documents that are not
relevant to the given query. This is particularly
problematic for regeneration, since the regenera-
tion systems are optimized for including the con-
straints in their output, and thus may mislead users
into judging summaries of irrelevant documents
as relevant. Furthermore, regeneration adds addi-
tional computational overhead to the system, so we
should run it only when we are relatively certain
that a source document F’ is relevant to the query.
Therefore, in order to reduce the number of false
positives, we add a document selection step that re-
scores the relevant documents by integrating scores
from the CLIR system as well as the summariza-
tion system. In particular, we consider three values:
(1) the document score from the SECLR query
relevance component (Chen et al., 2021b) of the
summarization system, (2) the CLIR system’s doc-
ument score, and (3) a binary variable that indi-
cates whether the CLIR system’s document score
is above an F1 maximizing cutoff that was tuned on
a development set (see Section 4). The new com-
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posite score is simply the sum of those three values,
all of which are bounded between zero and one.*
We tune a threshold for the composite score using
100-fold cross-validation to achieve an optimal F1-
score on the dev partition.” We then develop two
systems to make use of this threshold.

+selection: This system presents documents se-
lected for regeneration to human annotators using
regenerated summaries and unselected documents
using summaries that have not undergone regener-
ation. We expect that most unselected documents
are not relevant, but this system favors high recall
of the sort that may be valuable in applications like
patent search or intelligence analysis.

+omission: This system assumes all unselected
documents are irrelevant, and only asks human
annotators for input on the regenerated summaries
of documents that were selected. This is because
some use cases may prefer higher precision at the
cost of lower recall (for example, a casual searcher
may prefer not to see irrelevant documents at all).

3.3 Sentence Selection

Once a document has been selected for regenera-
tion, we use PSQ, a component of our CLIR model,
to identify the sentences in the summary where it
would be most appropriate to insert the query term.
We rank each sentence by the maximum PSQ trans-
lation probability of any of its words with respect
to the query term. We then select the sentence with
highest rank (i.e., highest translation probability)
to be regenerated; we break ties by the combined
ranking of our other rankers as discussed in sec-
tion 2.2, thus preferring sentences that also appear
most conceptually related to the query term. In the
event that no translation equivalent can be found
through PSQ, regeneration would be aborted and
the summary presented as originally created, but
this never happens in our dataset.

4 Data

Machine Translation. The training corpora we use
for our regeneration MT systems come from the
WMT 2019 (Barrault et al., 2019), OPUS (Tiede-
mann, 2012), and MATERIAL-BUILD® parallel
datasets for three languages: Farsi (FA), Kazakh

*We tried learning a logistic classifier; however, simply
taking the sum of the scores performed similarly.

>We take the mean threshold over the 100 folds as the final
threshold for our system.

*https://www.iarpa.gov/index.php/
research-programs/material

Language  Collection  #documents #queries
ANALYSIS 388 221
Farsi DEV 11,662 221
EVAL 11,640 1264
ANALYSIS 388 400
Kazakh DEV 11,622 400
EVAL 10,815 765
ANALYSIS 388 412
Georgian DEV 11,662 412
EVAL 11,652 842

Table 2: Number of documents and queries for the MA-
TERIAL dataset for evaluation.

Corpus #Sentence
Farsi-English
OPUS 8.5M
Hymers 22K
Para Mizan M
MATERIAL-BUILD 34K
ParaCrawl 178K
Lorelei 59K
Kazakh-English
News Commentary 77K
Para Wikititles 117K
Kazakhtv 97K
Crawl2019 495K
OPUS 131K
Mono News2019 20M
News commentary.v15 608K
Georgian-English
OPUS 1.7M
Para Crawled 101K
MATERIAL-BUILD 4K

Table 3: Parallel and monolingual corpora used in train-
ing the MT systems. The MATERIAL-BUILD corpus
for Kazakh-English is the same as News Commentary.

(KK), and Georgian (KA). The dataset statistics are
given in Table 3. We evaluate our full system on
the MATERIAL text dataset consisting of source
documents in the specified language as well as col-
lection of English query terms.

Cross-Lingual Information Retrieval. The
MATERIAL cross-lingual information retrieval
dataset is divided into ANALYSIS, DEV, and
EVAL, where ANALYSIS is intended for data
statistics and examination, DEV for tuning and
EVAL for test. The size of the splits are shown for
each language in Table 2, and the structure of the
data is similar to previous releases (Zavorin et al.,
2020). This data includes, for each of our three lan-
guages, a separate collection of non-English news
and blog documents, a separate collection of En-
glish query strings, and gold relevance annotations
for each document-query pair within a language.
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S Experiments

For each of our three languages, we draw a random
sample of query-document pairs with a high like-
lihood of being relevant according to our trained
CLIR system for that language. Then, for each
query-document pair, we generate an extractive
summary with no regeneration applied; this is our
baseline system. We then apply each applicable
constrained regeneration system to each summary
independently, generating a new copy of the sum-
mary for each regeneration system.

We then submit each of these summaries to Ama-
zon Mechanical Turk for human evaluation, the
formulation of which is described in detail below
in section 5.1. The result of the human evalua-
tion is a relevance score for each summary—that
is, for each (¢, (D, F'), regeneration system) triple.
We can evaluate different regeneration systems at
this stage by simply collecting the labels they are
assigned and comparing them to the ground truth
relevance labels. Finally, we apply our document
selection methods; we select a subset of documents
whose summaries should be regenerated according
to our document selection threshold, and we use the
collected scores from the regenerated and baseline
variants to evaluate the +selection and +omission
variants of the regeneration systems.

Our Farsi experiments are done on a random
sample of 1000 query-document pairs from the
documents returned by CLIR” for the MATERIAL
EVAL partition, equally split between ground-truth
irrelevant and relevant documents. These query-
document pairs are selected such that the sum-
maries the baseline system produced did not con-
tain the query word, indicating an opportunity for
regeneration systems to incorporate query terms.
We repeat the experiments for Kazakh and Geor-
gian similarly, using samples of 2000 documents
for each language from their DEV partitions.

5.1 Human Evaluation

We evaluate our systems in an end-to-end fash-
ion; in our setup, this means that we compare the
ground-truth gold relevance label for each query-
document pair with the relevance judgment as-
signed to that pair by human evaluators. The sys-
tem we develop inherently includes a human in the

"Documents returned by CLIR are those above a threshold
that maximizes the Actual Query-Weighted Value (AQWYV)
that was learned on the dev partition). Details on this metric
can be found at https://www.nist.gov/itl/iad/
mig/iarpa-material-program.

Score Precision  Recall F1
Baseline 5300 3681 4344
Baseline 79.17 1319 22.62
+ 0Omission

+cAPE 5789 7639 65.87%
+CAPE 5979  53.01  56.20%
+selection

+cAPE 81.93 2940 43.27+
+0mission

+Marian-C ~ 52.58  70.83  60.36*
Marian-C 500, 5578 sa68
+selection

Marian-C 5 ) g 17 4158
+0mission

+EDITOR 5022  79.86 61.66
*EDITOR o709 5347 55.60
+selection

+EDITOR o5 1) 2986 4279+
+0mission

Table 4: Farsi-English Document Relevance Evalu-
ation. Bold indicates the best score, and stars indicate
statistically significant improvement over the baseline
(by the approximate randomization test, p < 0.05).

loop, as its intended purpose is to allow a human
to find documents relevant to an intended search
term quickly and easily; therefore, we also involve
human annotators in its evaluation.

For our human evaluation of our summaries,
we asked workers on Amazon Mechanical Turk
whether generated summaries were relevant to the
given query term. We presented the summary, with
any exact matches to the query term highlighted
in a different color, to workers and asked them to
rate the relevance on a five-point scale: {definitely
irrelevant, probably irrelevant, unsure, probably rel-
evant, definitely relevant}. For evaluation purposes,
each worker’s rating was binarized such that “prob-
ably relevant” and “definitely relevant” correspond
to “relevant”, and the others to “irrelevant”. We
asked three workers to evaluate each summary and
aggregated their binarized judgments by majority
vote, yielding a single final “relevant” or “irrele-
vant” human label for each query-summary pair.
An example of the interface for this evaluation is
included in Appendix B.

5.2 Evaluation Metrics

Our problem is a binary classification problem: a
document-query pair is either relevant or irrelevant.
We compare relevance judgements obtained during
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Score Precision  Recall F1
Baseline 25.18 39.08 30.63
Baseline 87.50 16.09 27.18%
+0mission

+cAPE 2548 7586 38.15*
+cAPE 3061 5172 38.46*
+selection

+CAPE 89.20 2874 43.48*
+0mission

+Marian-C 21.52 81.61 34.05*
tMarian-C 51 27 5507 40,00
+selection

tMarian-C o) 35 3518 46.28+
+0mission

+EDITOR 2490 6897  36.59
+EDITOR 006 4368 33.19
+selection

*EDITOR 20 06 2069 3273+
+0mission

Table 5: Kazakh-English Document Relevance Eval-
uation. Bold indicates the best score, and stars indicate
statistically significant improvement over the baseline
(by the approximate randomization test, p < 0.05).

human evaluation with reference judgments from
the MATERIAL data, using the standard precision,
recall and F; metrics. Reporting precision and re-
call independently provides important indicators
of the incidence of false positives and false neg-
atives respectively. A false positive represents a
document that was not truly relevant to the query,
but for which the generated summary falsely con-
vinced the human annotators that it was relevant.
Conversely, a false negative represents a relevant
document whose summary failed to convey its rel-
evance to the query (and thus human annotators
judged it irrelevant). We hypothesize that the blind
application of regeneration to even irrelevant docu-
ments is likely to decrease the false negative rate,
but it may also increase the false positive rate.

We also note that the +selection and +omission
systems can be evaluated for each regeneration
system by replacing unselected documents’ human
evaluation with either the human evaluation of the
original, non-regenerated document (+selection),
or an automatic "irrelevant” judgment (+omission).

6 Results

The results of our experiments are shown in Ta-
ble 4 (Farsi-English), Table 5 (Kazakh-English),
and Table 6 (Georgian-English). Different result

Score Precision  Recall F1
Baseline 1435 2925 1925
Baseline 3043 1321 18.42%
+0mission

+cAPE 1811 4528 2588
+CAPE 1702 3774 2346
+selection

+cAPE 3538 2170  26.90%
+0mission

+Marian-C 1500  62.26 24.18*
Marian-C 0 31 4906 26.67
+selection

Marian-C 5 70 3300 31.82%
+0mission

LEDITOR 1444 5065 2248
+EDITOR — 0he 486 2349
+selection

+EDITOR 5105 2597 2837
+0mission

Table 6: Georgian-English Document Relevance Eval-
uation. Bold indicates the best score, and stars indicate
statistically significant improvement over the baseline
(by the approximate randomization test, p < 0.05).

trends emerge for the high-resource (Farsi) and
low-resource (Kazakh, Georgian) languages.

Beginning with Farsi, we see that applying re-
generation via cAPE performs best, improving the
F1 score by 20 points over the baseline; both con-
strained MT systems yield lesser but similar im-
provements. These improvements are due to dra-
matic increases in recall and similar precision as
compared to the baseline, indicating that relevant
documents are much more likely to be noticed and
selected by human annotators. In Farsi, however,
the additional layer of document selection is un-
helpful, as it mitigates the recall too much without
a large increase in precision; simply applying re-
generation to every returned document-query pair
performs best for Farsi.

For the low-resource languages, Kazakh and
Georgian, applying regeneration via cAPE or
Marian-C shows consistent and significant improve-
ment over the baseline, with Marian-C performing
best. EDITOR particularly improves recall over
the baseline, but overall the improvements are not
statistically significant. We see similar trends as in
Farsi, where applying any form of regeneration in-
creases recall and yields similar precision when not
using document selection, leading to increased F1.
When we include document selection as a pipeline
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step before applying regeneration, however, preci-
sion also increases for all systems while retaining
an improvement in recall (though not as large); as
the vast majority of documents are irrelevant to any
given query term, selection results in an overall net
increase in F1 for cAPE and Marian-C. EDITOR,
which is less aggressive in including its constraints,
interacts poorly with document selection in Kazakh
and yields reduced F1 under this setting. Finally,
the +omission variant of document selection actu-
ally performs best overall because of how much it
improves precision, although it does not increase
recall as much as the +selection variant. Thus we
see three variants of our systems (no selection, +se-
lection, +omission) occupying different points on
the precision-recall tradeoff in the low-resource
setting.

We therefore see that for our low-resource lan-
guages, adding document selection to our regen-
eration improves the overall performance because
it increases precision; the regeneration systems in
these languages tend to take irrelevant documents
and make their summaries appear relevant. How-
ever, in the case of our high-resource language,
the improvements to precision afforded by doc-
ument selection are minimal and do not balance
out its diminished recall. We note that from Ta-
ble 1, the performance of the base MT systems in
Farsi is better than that for the low-resource lan-
guages, and correspondingly, the performance of
our end-to-end system is best in Farsi, even for the
baseline. Our hypothesis is that the documents re-
turned by CLIR for Farsi are already relevant and
high-quality compared to those in the low-resource
languages; thus document selection helps identify
relevant documents in low-resource languages but
is not necessary for Farsi.

7 Related Work

Constrained Machine Translation. One of the
crucial components of our system is the ability of
the MT system to generate translations with spe-
cific terminology. Recent works use either con-
strained decoding, which modifies the decoding
scheme to specify which words must be incorpo-
rated in the output (Post and Vilar, 2018; Hokamp
and Liu, 2017; Hasler et al., 2018), or data augmen-
tation techniques which incorporate the query term
as an additional input in the training data (Dinu
et al., 2019; Wan et al., 2020; Xu and Carpuat,
2021), avoiding the need to add overhead to the

decoding scheme.

Cross-lingual Summarization. Prior work on
cross-lingual summarization has mostly focused
on two paradigms — summarize-then-translate
(Lim et al., 2004; Orasan and Chiorean, 2008;
Wan et al., 2010) and translate-then-summarize
(Leuski et al., 2003; Ouyang et al., 2019). The
summarize-then-translate approach, however, re-
quires a large amount of summarization train-
ing data in the source language (Ladhak et al.,
2020), which makes them unsuitable for our set-
ting since the source languages in our setting are
low-resource. Prior work has shown that translate-
then-summarize approaches are prone to error prop-
agation (Ouyang et al., 2019; Ladhak et al., 2020),
and propose methods to produce more fluent sum-
maries. In our setting, having a fluent translation is
not sufficient — we also need to have a translation
with wording that is appropriate for the given in-
put query. Therefore, in our work we focus on an
integration of summarization with regeneration to
more clearly indicate relevance.

Query-Focused Summarization. Query-
focused summarization has been explored in both
the single-document (Nema et al., 2017; Egon-
mwan et al., 2019; Ishigaki et al., 2020; Laskar
et al., 2020; Xie et al., 2020; Zhong et al., 2021; Su
et al., 2021) and multi-document setting (Feigen-
blat et al., 2017; Baumel et al., 2018). Prior work
models this task as a question answering task, with
the query being a question and the summary being
similar to a terse answer to the question, sourced
from the document. Unlike prior work, which has
focused on monolingual settings, our work looks at
query-focused summarization in the cross-lingual
setting, where the query (and therefore the output
summary) is in a different language than the source
document.

8 Conclusion

We have presented a novel method of cross-lingual
query-focused extractive summarization in which
we apply regeneration to a generated summary in
order to force inclusion of the query term when
it appears in the source language document. We
demonstrated large, significant improvements over
the baseline in all cases through the addition of
regeneration, showing increased recall and preci-
sion over the baseline. For our noisy low-resource
languages, the combination of an aggressive con-
strained MT system and a document selection filter
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additionally allows the benefits of including the
query term in a relevant summary while avoiding
creating new false positives. We experimented with
three methods of constrained regeneration, which
attempt to re-translate or edit a given sentence to
include a given constraint: constrained automatic
post-editing (cAPE), nonautoregressive MT (EDI-
TOR), and our own implementation of autoregres-
sive MT (Marian-C). For low resource languages,
autoregressive MT consistently performed better,
while for Farsi, cCAPE was best. We believe this
work opens the door to interesting future work ex-
perimenting with more complex varieties of docu-
ment selection; with different, customized kinds of
constrained regeneration; and with what types of
languages benefit from these and other techniques.
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A Constrained Machine Translation
Training Frameworks

In the case of Marian-C, we train separate autore-
gressive unidirectional models for each of Farsi-
English, Kazakh-English and Georgian-English.
To train our models, we first preprocess the parallel
data using Moses (Koehn et al., 2007) punctuation
normalization, tokenization, and true-casing. We
then create a shared byte-pair encoding vocabu-
lary of 32k tokens following the method of Sen-
nrich et al. (2016), and tokenize our parallel data.
We train a Transformer-base model following the
method of (Vaswani et al., 2017) using the Marian-
NMT framework (Junczys-Dowmunt et al., 2018).
The models are trained until BLEU score perfor-
mance (Papineni et al., 2002; Post, 2018) on the
validation set ceases to improve for 15 checkpoints.
We use the English— X model to create backtrans-
lations (Edunov et al., 2018) of our monolingual
data, and train again on a concatenation of the par-
allel data and the backtranslations together, in the
same way, to create our final X—English models.
In the case of EDITOR, we train separate
unidirectional models for Farsi-English, Kazakh-
English and Georgian-English using the same pre-
processing steps as Marian-C except that we use
a shared byte-pair encoding vocabulary of 20k to-
kens. We apply sequence-level knowledge distilla-

tion from autoregressive teacher models as widely
used in non-autoregressive generation (Gu et al.,
2018, 2019; Xu and Carpuat, 2021). We train a
Transformer-base model (Vaswani et al., 2017) us-
ing fairseq (Ott et al., 2019). The models are trained
using Adam (Kingma and Ba, 2015) with initial
learning rate of 0.0005 for maximum 300,000 steps.
We select the best checkpoint based on validation
BLEU (Papineni et al., 2002).

B Amazon Mechanical Turk Interface

An example of our Amazon Mechanical Turk inter-
face for human evaluation can be seen in Figure 2.
Five such questions were presented in each Human
Intelligence Task (HIT).
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