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Abstract

Acronym disambiguation (AD) is the process
of identifying the correct expansion of the
acronyms in text. AD is crucial in natural lan-
guage understanding of scientific and medical
documents due to the high prevalence of tech-
nical acronyms and the possible expansions.
Given that natural language is often ambigu-
ous with more than one meaning for words,
identifying the correct expansion for acronyms
requires learning of effective representations
for words, phrases, acronyms, and abbrevia-
tions based on their context. In this paper, we
proposed an approach to leverage the triplet net-
works and triplet loss which learns better rep-
resentations of text through distance compar-
isons of embeddings. We tested both the triplet
network-based method and the modified triplet
network-based method with m networks on the
AD dataset from the SDU@AAAI-21 AD task,
CASI dataset, and MeDAL dataset. F scores of
87.31%, 70.67%, and 75.75% were achieved by
the m network-based approach for SDU, CASI,
and MeDAL datasets respectively indicating
that triplet network-based methods have com-
parable performance but with only 12% of the
number of parameters in the baseline method.
This effective implementation is available at
https://github.com/sandaruSen/m_networks un-
der the MIT license.

1 Introduction

Natural language is often ambiguous and contains
phrases, words, acronyms, and abbreviations which
have more than one meaning (Charbonnier and
Wartena, 2018). The complexity of natural lan-
guage is further augmented based on which context
these words are being used (Navigli, 2009). Scien-
tific and medical communities use domain specific
technical terms, which are often shorthanded for
ease of use. This has resulted in the prevalence
of acronyms in scientific and medical documents
(Charbonnier and Wartena, 2018). To understand
these expert texts, it is important to disambiguate
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the meaning of their acronyms. For example, given
a sentence with the acronym RNN, the possible ex-
pansion for the acronym can be Recurrent Neural
Network, Random Neural Network, Recursive Neu-
ral Network, Reverse Nearest Neighbour, etc. Out
of these expansions, the one corresponding to the
meaning of the sentence should be identified in or-
der to correctly understand the sentence. The task
of identifying the correct expansion of acronyms
from possible expansions is called Acronym Dis-
ambiguation (AD).

Methods of pattern matching, language model-
ing, and machine/deep learning have shown promis-
ing results in AD. Early systems for AD used
pattern matching (Schwartz and Hearst, 2002) to-
gether with approaches based on word embeddings
and machine learning (Jaber and Martinez, 2021)
where the AD task is considered as a classifica-
tion problem. Recent efforts in AD mainly include
the use of deep learning-based models (Pan et al.,
2021; Zhong et al., 2021) and pre-trained language
models (Beltagy et al., 2019; Devlin et al., 2019).
However, identifying the correct expansion of an
acronym calls for better representation of text.

In this study, we approached the problem of AD
with the aim of learning effective text representa-
tions towards better disambiguation of acronyms.
We derived our approach from Siamese Networks
(Koch et al., 2015) and Triplet Networks (TNs)
(Hoffer and Ailon, 2015). TNs, inspired by
Siamese Networks, aim to learn the information
of inputs based on one or a few samples of training
data using a triplet loss to provide better represen-
tations for data.

The main contributions of this paper were as
follows: We leveraged the triplet loss and TNs
(Schroff et al., 2015) for AD with the aim of learn-
ing sentence embeddings, which can capture the
semantic differences of the different expansions of
the same acronym. We extended the TN architec-
ture further to include m networks and mapped the
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Figure 1: Triplet Network Architecture and Modified Triplet Network Architecture. The triplet network
architecture (left, Formula (1)) considers the anchor sentence z{', positive sentence xf , and negative sentence ;'
for a sample when computing the triplet loss. Modified architecture (right, Formula (2)) considers the anchor
sentence, positive sentence, and all the possible negative sentences for a sample. This includes m number of similar

architectures.

AD task as a binary classification problem, which
predicts if the suggested expansion for an acronym
is correct or not. To the best of our knowledge
this is the first attempt of adapting the TN-based
methods and triplet loss for disambiguating the
acronyms. We evaluated and verified the proposed
approach on the AAAI-21 Scientific Document Un-
derstanding AD task dataset (SDU dataset) (Veyseh
et al., 2020), sense inventory for clinical abbrevia-
tions and acronym dataset (CASI dataset) (Moon
et al., 2014), and on a sample of the Medical Ab-
breviation Disambiguation Dataset (MeDAL) (Wen
et al., 2020). We made our implementation avail-
able at https://github.com/sandaruSen/m_networks
under the MIT license.

2 Related Work

Extensive body of prior research for AD in sci-
entific and medical domains exists because under-
standing scientific and medical text requires both
AD and domain knowledge. Earliest approaches
for AD included the use of a number of rules and
patterns (Schwartz and Hearst, 2002), training of
classifiers based on a set of features which repre-
sent the context of the input like, part-of-speech
tags, case representation of the words, or word
stems (Finley et al., 2016; Wu et al., 2017), and
computation of the cosine similarity between the
text with the acronym and the possible expan-
sions based on word embeddings (Tulkens et al.,
2016). Recent efforts in AD include the use of deep
learning-based methods and pre-trained language

models (Pan et al., 2021; Singh and Kumar, 2021;
Zhong et al., 2021).

With the introduction of transformers, the trans-
former—based pre-trained language models have
been extensively used for the AD task. BERT (Bidi-
rectional Encoder Representations from Transform-
ers) models such as (Devlin et al., 2019), SciBERT
(BERT-based language model for performing sci-
entific tasks) (Beltagy et al., 2019), and RoBERTa
(Robustly Optimized BERT Pretraining Approach)
(Liu et al., 2019) are the language models that are
exploited to formulate the problem of AD as a clas-
sification task for AD. The SDU@AAAI-21 AD
task consisted of systems with transformer-based
language models, which differed based on how the
inputs and the outputs to the systems were defined
(Veyseh et al., 2021). In our work, we explored
triplet loss and TNs for AD using pre-trained lan-
guage models. TNs and triplet loss have been ef-
fectively used for representation learning by dis-
tance comparisons among pairs of examples. They
were initially introduced for computer vision re-
lated tasks (Schroff et al., 2015) and are now used
in many natural language processing (NLP) tasks
(Santos et al., 2016; Ein-Dor et al., 2018; Lauriola
and Moschitti, 2020; Wei et al., 2021). We believe
that through the triplet loss, the models will be able
to learn subtle yet complex differences among the
different expansions of the same acronym.
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3 Methods

The goal of AD was to identify the correct expan-
sion for a given acronym in text. Considering a
dictionary of acronyms D with acronyms as keys
[A1, A, ..., A;] where j is the number of acronyms.
For each acronym A;, the m possible expansions
were represented as [eq, €2, ..., e,,]. Given a sen-
tence x; with an acronym A;, the correct expansion
should be obtained from D out of the expansion
list of the corresponding A;.

We modeled the AD task based on a TN as well
as a modified version of the TN architecture with
the triplet loss. The TN allowed the AD task to
be expressed as a binary classification problem to
predict which expansion is the most relevant to
the given acronym based on the context it appears
(Appendix A). For the modified version of the TN,
we included m number of architectures considering
the possible negatives for a sample at once. This
resulted in an anchor sentence, a positive sentence,
and a list of negative sentences as inputs to the
architectures (Figure 1).

Denoting anchor, positive, and negative em-
beddings as x¢, =, and 2, respectively, where
i=1, 2, ..., k, and considering a d-dimensional
embedding in the vector space f(x) € R? and
« a margin that is enforced between positive and
negative pairs, the loss for the TN was defined as
follows using the Lo distances for the TN:

1f(2f) = F D)5 +a < |[f (=)= F )3 (D)

For the modified version of the TN with m net-
works, the loss was computed considering all the
possible negatives. Adapting the triplet loss to the
modified architecture, the distance between the an-
chor and the positive sentence should be less than
the minimum of the distances between the anchor
and the negative sentences. We could denote the
loss considering all the m number of negatives ",

x?, ...,z as follows:

1/ (@) = F@)II3 + o < min
1 () = F@i)IE I 2f) = Fa)I13, -
1f@@f) = fai™)IB)- @)
Sentence triplet creation, which includes identi-
fying an anchor sample x¢, a positive sample z¥,
and a negative sample 7' (Table 1), was considered

crucial when using TNs. For each possible expan-
sion of an acronym, we randomly extracted one

sentence matching the expansion from the training
dataset. These sentences were considered as anchor
sentences. We then used all sentences in the train-
ing dataset to create positive samples. Acronyms in
sentences were replaced by their respective correct
expansion to obtain positive sentences. We then
applied the following guidelines to create the nega-
tive samples: i) For each positive sentence with an
acronym, we obtained all the possible expansions
except for the correct expansion. ii) We replaced
the acronym in the sentence with these expansions
to obtain a list of sentences with other expansions.
iii) Each of these negative sentences was used to
create the final list of triplets.

The triplet selection ensured effective training of
the models. Hence, it is advised to consider triplets,
which violate the triplet constraint (Formula (1)).
In our approach, we considered the same positive
sentence with the respective acronym replaced by
other expansions of the acronym as negatives. Even
though the text in the sentences was very much
similar to each other, replacing the acronym with
possible expansions resulted in a change in the se-
mantic meaning of the overall sentences. Hence,
we believe considering sentences with other possi-
ble expansions as negative sentences satisfied the
necessity of having hard negatives, which were dif-
ficult to discriminate from the correct expansion.

Anchor
Sentence

The purpose of RL is for the agent to
learn an optimal, or nearly-optimal,
policy that maximizes the reward
function.

Positive
Sentence

All agents can then operate in paral-
lel, allowing one to exploit a num-
ber of already available reinforce-
ment learning techniques for parallel
learning.

Negative
Sen-
tences

[All agents can then operate in paral-
lel, allowing one to exploit a number
of already available robust locomo-
tion techniques for parallel learning.,
All agents can then operate in paral-
lel, allowing one to exploit a num-
ber of already available representa-
tion learning techniques for parallel
learning., ...]

Table 1: An example of anchor, positive, and negative
sentences for the acronym RL and the expansion rein-

forcement learning.



Architecture or Model

Number of Pa-

F score on F score on F score on

rameters SDU CASI MeDAL
Baseline method by Singh and 109, 920, 002 84.24% 78.16 % 74.91%
Kumar (2021)
Triplet Network-based method 13,576,768 85.70% 56.49% 75.19%
m Network-based method 13,576,768 87.31% 70.67% 75.75%

Table 2: Results of the validation data of SDU dataset and test data of CASI and MeDAL datasets.

In the training stage, we used the anchor sen-
tence, positive sentence, and negative sentence as
the input to the TN-based system and anchor sen-
tence, positive sentence, and possible negative sen-
tences as the input to the m-network-based system.
For each of the sentences, we obtained an embed-
ding, which was then used to calculate the triplet
loss. In the inference stage, we used the given
sentence with the acronym as the anchor sentence
and we created a list of sentences by replacing the
acronym in the sample sentence with possible ex-
pansions. We computed the distances between each
of the possible sentences and the anchor sentence to
obtain the sentence closest to the anchor sentence.

4 Experiments

We used the SDU dataset (Veyseh et al., 2020),
CASI dataset (Moon et al., 2014), and MeDAL
dataset (Wen et al., 2020) (see Appendix B for fur-
ther information). The SDU dataset contained data
from 6, 786 English scientific papers published at
arXiv and consisted of 62,441 sentences. The
dataset also consisted of a dictionary of acronyms
and their possible expansions. We used the publicly
available training and development data of the SDU
dataset for our experiments. CASI dataset was cre-
ated using admission notes, consultation notes, and
discharge summaries from hospitals affiliated with
the University of Minnesota. 37, 500 samples from
CASI dataset was split into train, validation, and
test subsets and a dictionary with the acronyms was
created for the experiments. The MeDAL dataset
was created from 14, 393, 619 articles in PubMed.
We created a sample dataset and a dictionary of
acronyms from MeDAL dataset for experiments
(Table 3 of Appendix B).

We performed a basic preprocessing on the sen-
tences, which were quite long, by sampling tokens
in the sentences as proposed by Singh and Kumar
(2021). We used N/2 tokens to the left and right
of the acronym for sentences with length of more
than 120, considering N = 120.
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As a baseline model, we experimented with the
system proposed by Singh and Kumar, 2021 which
modeled the AD task as a span prediction task. The
proposed system fine-tuned the complete SciBERT
model with 12 layers to predict the start and end in-
dices of the correct expansion of an acronym given
all the possible expansions, leveraging the SciB-
ERT’s ability to encode pair of sequences together.

We used the pre-trained SciBERT model archi-
tecture as the base model for experiments on SDU
dataset and the pre-trained BioBERT (BERT-based
language model for performing biomedical tasks)
(Lee et al., 2020) model as the base model for ex-
periments on the CASI and the MeDAL datasets
with their first 11 encoder layers frozen followed
by dropout of 0.5 to avoid over-fitting and a dense
layer to map the feature embeddings output by the
base models with dimensions of 768 to 64 (Ap-
pendix C). These 64 dimensional embeddings were
used to compute the triplet loss. We trained the
models using a learning rate of 5 x 10~ with the
Adam optimizer (Kingma and Ba, 2014). The best
model over 10 epochs with a batch size of 32 was
chosen as the final model.

To evaluate the performance of the proposed
architecture in the training set, we computed the
macro-averaged F1 score. If the distance between
the anchor and the positive sentence is less than
the distance between the anchor and negative sen-
tences, the prediction of the model was considered
correct. We used F1 also in evaluation. We com-
puted the distances between the anchor and pos-
sible sentences from which the sentence with the
minimum distance to the anchor was considered
the sentence with the correct expansion.

S Results and Analysis

By comparing the proposed methods with the base-
line system on the three datasets, we observed that
the methods based on TNs learnt to discriminate
among the different expansions of an acronym.
Compared to the TN-based method, the m network-



based method has comparable performance as the
baseline for all the datasets. Both the proposed
methods outperformed the baseline on SDU and
MeDAL datasets. The m network-based method
gave an F1 score of 87.31% on SDU dataset,
70.67% on CASI dataset, and 75.75% on MeDAL
dataset (Table 2).

To investigate the semantic similarity and the
representation of the output embeddings in the vec-
tor space, we visualized output representations ob-
tained by the m network-based architecture for
the SDU, CASI, and MeDAL datasets by reducing
the dimensions using principal component analy-
sis (PCA) (Figure 3 of Appendix D). For the SDU
dataset, we used the acronym RL with reinforce-
ment learning to obtain the positive and respective
negative sentences. Similarly, for the CASI dataset
the acronym DM with diabetes mellitus expansion
and for the MeDAL dataset the acronym RSM with
respiratory muscle strength expansion were used.

6 Discussion

In this paper, we have suggested a new approach for
disambiguating the acronyms to effectively identify
the correct expansion through better representation
learning using TNs by creating high quality sen-
tence embeddings, which can capture the seman-
tic differences among the different expansions of
the same acronym. Namely, we have presented
how methods based on TNs and triplet loss can be
used for AD. To address the effective learning of
context representations for identifying the correct
expansion of acronyms, our methods leverage the
contextual information of text and semantic simi-
larity among expansions. In particular, our paper
has introduced m networks inspired by TNs. Our
experiments have demonstrated that methods based
on TNs have comparable performance on both sci-
entific and medical domains. However, the appli-
cability of the proposed methods on CASI dataset
should be further investigated. Finally, the number
of parameters in TN-based methods is only 12% of
the number of parameters in the baseline method
resulting in smaller size of the models (Table 2).
The TN-based methods have used the representa-
tions from the last layer of the BERT-based models
where as the baseline method fine-tuned the com-
plete model with all 12 layers for the predictions’.

"However, given that m network-based method consists
of m architectures, the number of updates on parameters in-
creases.
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We have tested the proposed methods on the SDU,
CASI, and MeDAL datasets.

The TN-based method for AD can be used for
data augmentation when the training data is limited.
Given that the original TN architecture only consid-
ers one negative sample at a time, considering all
the possible expansions of each acronym one at a
time can be used to augment the training data size.
This addresses the issue of limited training data
for deep learning architectures. However, in the
modified TN-based architecture with m networks,
at the training stage all the possible negatives are
considered for a sample at once. Therefore, data
augmentation is not possible in this case.

In this paper, our main goal was to approach the
AD problem as an effective representation learning
problem to discriminate among the possible expan-
sions of an acronym based on the context it appears.
Earliest approaches on AD relied on rules and pat-
terns (Schwartz and Hearst, 2002) to identify the
correct expansion of an acronym which evolved to
use of machine learning-based approaches with dif-
ferent features (Finley et al., 2016; Wu et al., 2017)
and computing of semantic similarity between the
text with acronym and the possible expansions. Re-
cent efforts involved pre-trained language models
for the AD task. Most of these systems were vali-
dated on one domain of focus (i.e., scientific text,
medical text, or general text). We approached the
problem focusing on learning better representations
for text through TNs and triplet loss using pre-
trained language models. Furthermore, we tested
the proposed approaches on both the scientific and
medical domains.

As future work, we intend to experiment with dif-
ferent constrastive losses (Sohn, 2016; Chen et al.,
2020). Specifically, our aspiration is to compare
and contrast the proposed approach with InfoNCE
(Van den Oord et al., 2018), a popular contrastive
loss which includes multiple negatives and nor-
malises across examples in a mini batch.

7 Ethical Considerations

We have proposed an approach for AD using TN-
based methods with the aim of learning effective
representations for data. We have used SciBERT
trained on scientific publications and BioBERT
trained on biomedical domain corpora (PubMed
abstracts and PMC full-text articles) for our exper-
iments. Instead of finetuning all the layers in the
pre-trained language models, we have finetuned



only the last encoder layer by freezing the first
11 encoder layers thereby bringing the latest deep
learning advances to AD in a computationally ef-
ficient way. However, the m network architecture
despite its smaller number of parameters has m
architectures. This has resulted in more updates in
the parameters increasing the computational time
in the training stage.

The proposed approaches have been tested and
validated on three datasets: SDU dataset, CASI
dataset, and MeDAL dataset. According to the
National Statement on Ethical Conduct in Human
Research (2007) — Updated 2018 (National Health
and Medical Research Council, 2018), a new ethics
approval is not required for our experiments and,
to the best of our knowledge, the three original
datasets have been created ethically. All the three
datasets are publicly available (see Appendix B).

Identifying the correct expansion of acronyms
is important in improving the understandability
of scientific/medical text due to the prevalence of
technical acronyms which are shorthanded for ease
of use. For people with limited expertise knowl-
edge, understanding scientific/medical documents
can be difficult, stressful and cause misunderstand-
ings. The proposed methods can be used in scien-
tific/medical text simplification tasks to provide lay
people with better understanding of text through
the disambiguation of acronyms.
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https://www.nhmrc.gov.au/about-us/publications/national-statement-ethical-conduct-human-research-2007-updated-2018
https://www.nhmrc.gov.au/about-us/publications/national-statement-ethical-conduct-human-research-2007-updated-2018
https://www.nhmrc.gov.au/about-us/publications/national-statement-ethical-conduct-human-research-2007-updated-2018
https://github.com/amirveyseh/AAAI-21-SDU-shared-task-2-AD/tree/master/dataset
https://github.com/amirveyseh/AAAI-21-SDU-shared-task-2-AD/tree/master/dataset
https://conservancy.umn.edu/handle/11299/137703
https://huggingface.co/datasets/medal
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Figure 2: The distribution of samples based on the number of acronym expansion pairs for SDU, CASI, and

MeDAL datasets.

C Implementation Details

Our implementation used the pre-trained SCciBERT
and BioBERT model architectures. We conducted
out experiments on 1 RTX 3090 graphics cards
with 24 GB memory and CUDA 11.4. Our imple-
mentation is based on PyTorch 1.8.2.

D Sample Output Representations

Figure 3 shows sample output representations ob-
tained by the m network-based architecture for
the SDU, CASI, and MeDAL datasets by reducing
the dimensions using PCA. For the SDU dataset,
the acronym RL with reinforcement learning were
used to obtain the positive and respective nega-
tive sentences. Similarly, for CASI dataset the

acronym DM with diabetes mellitus expansion and
for MeDAL dataset the acronym RMS with respi-
ratory muscle strength expansion were used.

Data subset No. samples Ratio
SDU Training 50,034 80%
Development 6,189 8%
Test 6,218 12%
CASI Training 29,600 80%
Development 3,700 10%
Test 3,700 10%
MeDAL  Training 24,000 80%
Development 3,000 10%
Test 3,000 10%

Table 3: Dataset Statistics


https://github.com/allenai/scibert
https://github.com/dmis-lab/biobert
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Figure 3: Positive and negative representations obtained by m network-based architecture for the three datasets.
For the SDU dataset, the acronym RL with reinforcement learning were used to obtain the positive and respective
negative sentences. Similarly, for CASI dataset the acronym DM with diabetes mellitus expansion and for MeDAL
dataset the acronym RMS with respiratory muscle strength expansion were used.
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