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Abstract

The Event Causality Identification Shared Task
of CASE 2022 involved two subtasks working
on the Causal News Corpus. Subtask 1 required
participants to predict if a sentence contains a
causal relation or not. This is a supervised
binary classification task. Subtask 2 required
participants to identify the Cause, Effect and
Signal spans per causal sentence. This could
be seen as a supervised sequence labeling task.
For both subtasks, participants uploaded their
predictions for a held-out test set, and ranking
was done based on binary F1 and macro F1
scores for Subtask 1 and 2, respectively. This
paper summarizes the work of the 17 teams that
submitted their results to our competition and
12 system description papers that were received.
The best F1 scores achieved for Subtask 1 and
2 were 86.19% and 54.15%, respectively. All
the top-performing approaches involved pre-
trained language models fine-tuned to the tar-
geted task. We further discuss these approaches
and analyze errors across participants’ systems
in this paper.

1 Introduction

A causal relation represents a semantic relation-
ship between a Cause argument and an Effect ar-
gument, in which the occurrence of the Cause
leads to the occurrence of the Effect (Barik et al.,
2016). Extracting causal information from text
has many downstream natural language processing

(NLP) applications, for summarization and predic-
tion (Radinsky et al., 2012; Radinsky and Horvitz,
2013; Izumi et al., 2021; Hashimoto et al., 2014),
question answering (Dalal et al., 2021; Hassan-
zadeh et al., 2019; Stasaski et al., 2021), inference
and understanding (Jo et al., 2021; Dunietz et al.,
2020).

However, data for causal text mining is limited
(Asghar, 2016; Xu et al., 2020; Yang et al., 2022;
Tan et al., 2021, 2022a). There are also not many
benchmarks to allow for fair model comparisons
(Asghar, 2016). Therefore, in this paper, we con-
tinue our efforts with the creation of the Causal
News Corpus (CNC). CNC is a corpus of news
articles annotated with causal information suitable
for causal text mining. Additionally, we introduce
a shared task to promote modelling for two causal
text mining tasks: (1) Causal Event Classification
and (2) Cause-Effect-Signal Span Detection. Fig-
ure 1 provides examples from the CNC in this
shared task. To our knowledge, we are the first ded-
icated causal text mining dataset and benchmark to
include signal span detection as an objective.

The rest of the paper is organized as follows: Sec-
tion 2 presents literature on event causality datasets.
Section 3 describes the dataset and annotation of
the corpus. Section 4 formally introduces the two
subtasks for the shared task. Section 5 describes the
evaluation metrics and competition set-up. Subse-
quently, Section 6 summarizes the methods used by
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Causal Event
Classification

Cause-Effect-Signal
Span Detection

Khan 's boycott will be largely Khan 's boycott will be largely
symbolic because he is seen as  [—»] Causal [—»{ symbolic because he is seen as
a ceremonial head . a ceremonial head .

Hartal supporters pelted stones Hartal supporters pelted stones
ata KSRTC bus at Karamana —>» Causal |—» ataKSRTC bus at Karamana
injuring driver Babu . injuring driver Babu .

Thirty people were killed in the
agitation , which also saw large  ——>{ Causal
scale damage to property

Thirty people were killed in the
agitation , which also saw large
scale damage to property .

Thirty people were killed in the
agitation , which also saw large
scale damage to property .

He said he was about 100
metres away when he witnessed |—» Non-causal
the attack .

Figure 1: Examples from the CNC for the two subtasks.
Cause spans are indicated by Pink, while Effect spans
are indicated by Green. Signals, if present, are under-
lined.

participants during the competition, while Section
7 analyzes the participants’ submissions. Finally,
Section 8 concludes this paper.

2 Related Work

In many papers about Event Causality Identifica-
tion (ECI) (Gao et al., 2019; Zuo et al., 2021b;
Cao et al., 2021; Zuo et al., 2021a, 2020), the two
datasets used for benchmarking are CausalTime-
Bank (Mirza et al., 2014; Mirza and Tonelli, 2014)
and EventStoryLine (Caselli and Vossen, 2017).
These datasets are unsuitable for span detection
since their arguments are event headwords only.

There are two other efforts that intentionally
introduce datasets for benchmarking causal text
mining systems. FinCausal (Mariko et al., 2021,
2020) is a recurring shared task held within the
FinNLP workshop focusing on financial news. In
the first subtask, participants also aim to identify
if sentences contain causal relations. In the sec-
ond subtask, participants to identify the Cause and
Effect spans in the causal sentences. UniCausal
(Tan et al., 2022b)! is an open-source repository
for causal text mining that has consolidated six cor-
pora for three causal text mining tasks. The six
corpora included in UniCausal are: AltLex (Hidey
and McKeown, 2016), BECAUSE 2.0 (Dunietz
et al., 2017), CausalTimeBank (Mirza et al., 2014;
Mirza and Tonelli, 2014), EventStoryLine V1.0
(Caselli and Vossen, 2017), Penn Discourse Tree-
bank V3.0 (Webber et al., 2019), and SemEval
2010 Task 8 (Hendrickx et al., 2010). The three
tasks are: Causal Sentence Classification, Causal
Pair Classification and Cause-Effect Span Detec-
tion.

'nttps://github.com/tanfiona/UniCausal

Similar to FinCausal and UniCausal, we in-
cluded a signal span detection objective. Our an-
notation guidelines differ slightly, in that our ar-
guments must contain events, and the spans are
annotated in a manner that is minimally sufficient.
In general, we notice that spans from FinCausal are
much longer. Spans from UniCausal depend on the
original data source.

Additionally, for Cause-Effect Span Detection in
FinCausal, their approach to handle multiple causal
relations per unique sentence was to include index
numbers at the start of each sentence to differenti-
ate the Cause-Effect predictions. This approach is
problematic because (1) it leaks information that
the sentence contains multiple causal relations to
the model, and (2) predictions that are submitted in
a different order from the true labels are unnecessar-
ily penalised. Therefore, we differ from FinCausal
when evaluating multiple causal relations in span
detection since we group relations by its sentence
index. This is described further in Section 5.1.

3 Dataset

3.1 Data Collection

Our shared task worked with the Causal News Cor-
pus (CNC) (Tan et al., 2022a)?, which consists of
869 news documents and 3,559 English sentences,
annotated with causal information. CNC builds on
the randomly sampled articles (Yoriik et al., 2021)
from multiple sources and periods featured (Hiir-
riyetoglu et al., 2021) in a series of workshops
directed at mining socio-political events from news
articles (Hiirriyetoglu et al., 2020b,a, 2021a,b; Hiir-
riyetoglu, 2021). CNC follows the train-test split
of the original data source, with 3,248 training and
311 test examples. Later, we further split and ran-
domly sampled 10% of the original training set to
obtain the development set. Later, Table 3 presents
the sentence counts per data split.

3.2 Annotation
3.2.1 Guidelines

For more information on our annotation guidelines,
please refer to our annotation manual®.

Subtask 1 In CNC, sentences were labeled as
Causal or Non-causal, where the presence of
causality indicates that “one argument provides the

https://github.com/tanfiona/
CausalNewsCorpus

3Available under the "documentation” folder of CNC’s
Github repository.
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reason, explanation or justification for the situation
described by the other” (Webber et al., 2019). Our
sentences had to contain at least a pair of events,
defined as “things that happen or occur, or states
that are valid" (Saur et al., 2006). These annota-
tions correspond to the target labels for Subtask 1,
Causal Event Classification.

Subtask 2 For Causal sentences, the words cor-
responding to the Cause-Effect-Signal spans of a
causal relation were also marked. These annota-
tions correspond to the target labels for Subtask 2,
Cause-Effect-Signal Span Detection. However, at
the current stage of writing, only a small subset of
our data contains annotated spans. Span annota-
tions are an on-going effort.

A Cause is a reason, explanation or justification
that led to an Effect. We defined a Cause or Effect
span as a continuous set of words sufficient for the
interpretation of the causal relation meaning. This
means that any context modifying or describing
the argument relevant to the causal relation was
included. Each Cause or Effect span must contain
an event, where an event is defined as a situation
that ‘happen or occur’, or predicates that ‘describe
states or circumstances in which something obtains
or holds true’ (Pustejovsky et al., 2003).

Signals are words that help to identify the struc-
ture of the discourse. In our case, signals highlight
the relationship between the Cause and Effect.

3.2.2 Annotation Tool

We used the WebAnno tool (Eckart de Castilho
et al., 2016) to conduct our annotation process.

Subtask 1 Annotation at the sequence level was
relatively straightforward, where annotators se-
lected “Yes" or “No" labels for each sentence.

Subtask 2 Annotators first marked the Cause
span, Effect span, and Signal span. Subsequently,
they linked the spans together by pointing Cause
to Effect and Signal to Effect. An illustration is
provided in Figure 2. Annotations were then down-
loaded and sent through checking scripts on Python
to identify if there were any avoidable human errors.
For example, if missing links (E.g. An Effect has
no Cause) or invalid links (E.g. An Effect points to
Effect) were present, and an error report was then
sent to annotators for them to consider correcting
their annotations.

Train Dev Test  Total
34.42 29.77 48.55 34.99

K-Alpha

Table 1: Subtask 1 Inter-annotator Agreement Scores.
Reported in percentages.

Metric Span  Train+Dev  Test  Total
Cause 30.57 15.11 23.88
Exact  Effect 36.30 19.86 29.19
Match  Signal 27.92 29.21 28.48
Total 7.84 5.81  6.96
One- Cause 57.55 39.86 49.90
Side Effect 60.90 4542 5421
Bound Signal 31.93 3296 32.37
Total 24.05 2225 2327
Cause 63.65 49.18 57.39
Token Effect 64.66 49.88 58.27
Overlap Signal 32.09 33.15 3255
Total 26.94 27.78 27.31
Cause 46.36 42.51 44.32
K- Effect 57.18 41.89 49.89
Alpha  Signal 29.30 23.42  27.08
Total 50.90 41.54 46.27

Table 2: Subtask 2 Inter-annotator Agreement Scores.
Reported in percentages (%).

3.2.3 Annotation Process & Curation

Five annotators were involved and independently
annotated for both subtasks across the span of a
few months. For each round of annotations, anno-
tators were presented with a subset of the dataset.
After each round, the curator consolidated the final
annotations as follows:

Subtask 1 The majority voted label was retained
as the final label. Every example in the final corpus
was annotated by at least two annotators. The cura-
tor has the final vote if there are ties, or if only one
annotation is present. Further details are available
in the CNC paper (Tan et al., 2022a).

Subtask 2 There was no straightforward way to
take a majority label for span annotations. There-
fore, our approach was that the curator took into
account the spans highlighted by the annotators and
decided on the final selection.

After each annotation round, the final span an-
notations were made available for annotators to
review and discuss.

3.2.4 Summary Statistics

Inter-annotator Agreement For Subtask 1,
scores are reflected in Table 1. Also reported in
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The treating doctors said é;ngram lost around 5 Eé due to the hﬁger strike .

Layer CauseEffectSignal v

Create a Causal Label
relation by drawing an arc
between annotations of

this layer.

Figure 2: Screenshot of the annotation tool used to mark Cause-Effect-Signal spans.

Stat. Label Train  Dev Test  Total Stat. Train Dev  Test Total
# Causal 1603 178 176 1957 # Sentences 160 15 89 264
Sent- Non-causal 1322 145 135 1602 # Relations 183 18 119 320
ences Total 2925 323 311 3559 Avg. rels/sent 1.14 120 134 121
Avg. Causal 3548 3686 4127 36.13 Ave. # words 17211613 2845 20.94
#  Nom-causal 2734 2735 3025 27.59 g?f“s‘i ggé 2'421481 iézg gig
ecC . . . .
words Total 31.80 32.59 3649 32.28 Signal LS5 160 136 147
L Avg # signals/rel 0.67 056 082 0.72
Table 3: k1D .

able 3: Subtask 1 Data Summary Statistics Prop. of rels w/ signals  0.64 056 076  0.68

Tan et al. (2022a), overall, the dataset has a Krip-
pendorff’s Alpha (K-Alpha) agreement score of
34.99%.

For Subtask 2, the agreement metrics used were
Exact Match (EM), Token Overlap (TO), One-Side
Bound (OSB), and K-Alpha. Scores are presented
in Table 2. Overall, the dataset had agreement
scores of 6.96% EM, 23.27% OSB, 27.31% TO,
and 46.27% K-Alpha. Since OSB and TO are re-
laxed span evaluation metrics (Lee and Sun, 2019),
they are naturally much higher than EM, which is
a strict metric. How the metrics were calculated is
described in the Appendix Section A.1.

Shared Task Data The summary statistics for
Subtask 1 and 2 are available in Tables 3 and 4
respectively.

It is worth noting that for Subtask 2, the test set
contained sentences that were much longer than
those in the training sets. This is because we were
annotating the shorter sentences first based on an-
notators’ feedback that working with shorter sen-
tences at the beginning helps them to familiarise
themselves with the annotation rules. Since there
were more sentences in the training set, the training
set naturally also had more short sentences for us
to annotate first. Once we are done with span anno-
tations, the average number of words for Subtask 2
should tally with the causal sentences of Subtask 1,
shown earlier in Table 3.

4 Task Description

The shared task is comprised of two subtasks re-
lated to Event Causality Identification. The objec-
tive of each task is described in detail as follows:

Table 4: Subtask 2 Data Summary Statistics.

4.1 Subtask 1: Causal Event Classification

The objective of this task is to classify whether an
event sentence contains any cause-effect meaning.
Systems had to predict Causal or Non-causal labels
per test sentence. An event sentence was defined to
be Causal if it contains at least one causal relation.

4.2 Subtask 2: Cause-Effect-Signal Span
Detection

The objective of this task is the detection of the con-
secutive spans relevant to a Causal relation. There
are three types of spans involved in a Causal rela-
tion: The Cause span refers to words that describe
the event that triggers another Effect event. The
Effect span refers to words that describe the result-
ing event arising from a Cause event. Signals are
optionally present, and are words that explicitly
indicate a Causal relation is present. In our dataset,
multiple Causal relations can exist in a sentence,
and participants have to identify all of them.

5 [Evaluation & Competition

5.1 Evaluation Metrics
5.1.1 Subtask 1

We evaluated participants’ predictions using Ac-
curacy (Acc), Precision (P), Recall (R), F1, and
Matthews Correlation Coefficient (MCC) scores.

5.1.2 Subtask 2

Following previous evaluation metrics for Cause-
Effect Span Detection (Mariko et al., 2020, 2021)
and text chunking (Tjong Kim Sang and Buchholz,
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2000), we assessed predictions using Macro P, R
and F1 metrics.

Participants uploaded sentences with Cause-
Effect-Signal spans marked directly in the text us-
ing ARGO, ARG1 and SIG start and end boundary
markers. We converted these marked sentences
into two white-space tokenized sequences, one cor-
responding to the token labels for Cause and Effect,
and another corresponding to the token labels for
Signals. We used the token classification evalu-
ation scheme from segeval (Nakayama, 2018;
Ramshaw and Marcus, 1995)* provided through
Huggingface (Wolf et al., 2020)°.

Evaluation was conducted at the relation level.
In other words, examples with multiple causal rela-
tions were unpacked and each relation contributed
equally to the final score.

Handling multiple relations Since one input se-
quence can return multiple causal relations, we ad-
justed the evaluation code to automatically extract
the combination that results in the best F1 score.
As such, participants could submit multiple Cause-
Effect-Signal span predictions per input sequence
in any order. An illustration is provided in Figure
5.1.2.

In evaluation, we only compare with the number
of causal relations that the true label has. Let the
number of predicted relations be 7, and the num-
ber of actual relations be n,. Our evaluation script
does the following:

* If the number of predicted relations exceeds
the number of actual relations (n, > n,), we
kept only the first n,, predictions.

e If the number of predicted relations is less
than the number of actual relations (n, < n,),
the missing ng, — np, Ng — np + 1,...,n4 re-
lation predictions were represented by tokens
that all correspond to the Other (O) label.

5.2 Baseline

For Subtask 1, we duplicated the BERT (Devlin
et al., 2019) and LSTM (Hochreiter and Schmidhu-
ber, 1997) baselines from our previous work (Tan
et al., 2022a) that achieved F1 scores of 81.20%
and 78.22% respectively.

*https://github.com/chakki-works/
segeval

‘https://huggingface.co/spaces/
evaluate-metric/segeval

For Subtask 2, a random baseline® was created
for reference. This baseline first randomly iden-
tifies start positions for Cause and Effect spans,
and then identifies end positions for these spans
with a linearly increasing probability as we move
away from the start location in order to reflect our
preference for longer spans. We also randomly pre-
dicted words to be signals with a 10% chance. The
baseline F1 score was 0.45%.

5.3 Competition Set-up

We used the Codalab website to host our competi-
tion.’

Registration 37 participants requested to par-
ticipate on the Codalab page. However, we re-
quired participants to email us some personal de-
tails (Name, Institution and Email) to avoid teams
from creating multiple accounts to cheat. Subse-
quently, 29 participants were successfully regis-
tered, but only 17 accounts participated by upload-
ing predictions.

Trial and Test Periods The trial period started
on April 15, 2022 and the validation labels were
released on August 01, 2022. Participants could
upload any number of submissions against the vali-
dation set, and they could also submit predictions
for the validation set at any point in time. The
main purpose of this setting is for participants to
familiarise themselves with the Codalab platform.

The test period started on August 01, 2022 and
ended on August 31, 2022. Each participant was
allowed only 5 submissions to prevent participants
from over-fitting to the test set. After the compe-
tition ended, an additional scoring page was cre-
ated,® where participants could upload one predic-
tion a day to generate more scores for their descrip-
tion papers. Any scores from this additional scoring
page is not included into the final leaderboard.

For both subtasks, models were ranked based on
F1 performance on the competition test set.

®https://github.com/tanfiona/
CausalNewsCorpus/blob/master/random_
st2.py

"The competition page is at https://codalab.
lisn.upsaclay.fr/competitions/2299. The ad-
ditional scoring page is at https://codalab.lisn.
upsaclay.fr/competitions/7046.

8The additional scoring page is at https://codalab.
lisn.upsaclay.fr/competitions/7046.
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1. Example Inputs: Predicted & Reference marked sentence for one unique sentence.

/ Predicted

Reference

Violence broke out when <ARG1>DYFI members protested</ARGL>
<ARGE><SIG@>against</SIGO> a Youth Congress meeting being held

at the junction</ARGe> . p1

<ARG1>Violence broke out</ARG1> when <ARG@>DYFI members
protested</ARGO> against a Youth Congress meeting being held
at the junction . a1

Violence <ARGL>broke</ARGL> out when <ARGO>DYFI members
protested</ARG@> against a Youth Congress meeting being held
at the junction . p2

Violence broke out when <ARG1>DYFI members protested</ARG1>
<ARG@>against a Youth Congress meeting being held
at the junction</ARGE> . a2|

<ARG1>Violence broke out</ARG1> when <ARG@>DYFI members
protested</ARG@> against a Youth Congress meeting being held

at the junction . p/3

2. Retain relevant predictions: We only evaluate against the available number of Reference annotations.

ﬂ

3. Evaluate: Calculate F1 score for Cause, Effect, and Signal. Keep pairing that returns the highest Overall F1 score.

Cause F1: 100%

F1: Effect F1: 50%

75% Signal F1: 0%

BRI

F1:
0%

Figure 3: Illustration of how we process multi-relation examples for sequence evaluation.

6 Participant Systems

6.1 Overview

13 participants successfully submitted scores to
Subtask 1 while only 4 successfully submitted
scores to Subtask 2 during test period. Table 5
and 6 reflects the leaderboard for Subtask 1 and 2
respectively for evaluation metrics described earlier
in Section 5.1. For Subtask 2, we further provided
the performance for each span type (i.e., Cause,
Effect and Signal).

For Subtask 1, the top performing team was
CSECU-DSG (Aziz et al., 2022), scoring 86.19%
F1. CSECU-DSG also topped the charts for P, Acc,
and MCC scores. Team ARGUABLY (Kohli et al.,
2022) followed closely after, with 86.10% F1 score
and a high recall score of 91.48%. Both meth-
ods fine-tuned SOTA pre-trained BERT variants
(RoBERTA (Liu et al., 2019) and DeBERTa (He
et al., 2021)) to the classification task.

For Subtask 2, the top performing team was
1Cademy (Chen et al., 2022), scoring 54.15% F1.
Team IDIAPers (Fajcik et al., 2022) and SPOCK
(Saha et al., 2022) followed closely after, with
48.75% and 47.48% F1 scores respectively. Each
team approached the span detection task in a dif-
ferent way: 1Cademy treated the task as a reading
comprehension challenge and predicted start and
end boundaries of the spans. IDIAPers treated the
task as a decoding challenge, while SPOCK gener-

ated and classified candidate spans. All participants
used pre-trained models in their frameworks.

6.2 Methods

Each teams’ systems are summarized below, sorted
according to their leaderboard ranking.

6.2.1 Subtask 1

CSECU-DSG (Aziz et al., 2022) proposed a way
to unify predictions obtained from two neural net-
work models, by combining the prediction scores
generated from each model using a weighted arith-
metic mean. The two models used were, Twitter
RoBERTa and RoBERTa-base, and each was at-
tached to a linear layer to predict the causal labels.
The weights per model were 0.4 and 0.6 respec-
tively, selected through experiments on training
data. Their findings on the test set showed that the
fused model achieves higher P, R, and F1 score
than each model alone, and their approach clinched
the top place during the competition.

ARGUABLY (Kohli et al., 2022) proposed using
sentence-level data augmentation to fine-tune lan-
guage models (LMs). They involved contextualised
word embeddings of DistilBERT (Sanh et al., 2019)
to construct new data. As for the LMs, DeBERTa
and dual cross attention RoOBERTa models have
been experimented with. According to the results,
the DeBERTa model fine-tuned on augmented data
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Rank Team Name Codalab Username R P F1 Acc  MCC
1 CSECU-DSG (Aziz et al., 2022) csecudsg 88.64 83.87 86.19 83.92 67.14
2 ARGUABLY (Kohli et al., 2022) guneetsk99 91.48 81.31 86.10 83.28 66.02
3 LTRC (Adibhatla and Shrivastava, 2022) hiranmai 88.64 82.11 8525 82.64 64.51
4 NLPAITF (Krumbiegel and Decher, 2022) pogs2022 88.07 82.45 85.16 82.64 64.49
5 IDIAPers (Burdisso et al., 2022) msingh 87.50 82.80 85.08 82.64 64.49
6 NoisyAnnot (Nguyen and Mitra, 2022) thearkamitra 88.07 82.01 8493 82.32 63.83
7 SNU-Causality Lab (Kim et al., 2022) JuHyeon_Kim 90.34 79.50 84.57 81.35 62.04
8 LXPER AI Research brucewlee 86.36 82.61 8444 8199 63.18
9 1Cademy (Nik et al., 2022) nika 86.36 81.72 8398 81.35 61.85
10 - quynhanh 85.80 79.06 8229 79.10 57.19
11 BERT Baseline (Tan et al., 2022a) tanfiona 84.66 78.01 8120 77.81 54.52
12 GGNN (Trust et al., 2022) PaulTrust 88.07 74.88 8094 76.53 52.05
13 LSTM Basline (Tan et al., 2022a) hansih 84.66 72.68 7822 7331 45.15
14 Innovators lapardnemihk9989 | 78.98 72.02 75.34 70.74 39.81
15 - necva 81.25 59.09 6842 57.56 9.44

Table 5: Subtask 1 Leaderboard. Ranked by Binary F1. All scores are reported in percentages (%). Highest score

per column is in bold.

Ra- Team Name Codalab Overall Cause (n=119) Effect (n=119) Signal (n=98)

nk Username| R P F1 Acc R P F1 R P F1 R P F1

1 1Cademy (Chen et al., 2022) gezhang | 53.87 55.09 54.15 43.15 | 5546 5798 56.47 | 5546 57.14 56.13 | 50.00 49.09 48.92
2 IDIAPers (Fajcik et al., 2022) msingh | 47.62 51.21 4875 40.83 | 45.38 4538 4538 | 42.86 42.86 42.86 | 56.12 68.44 60.01
3 SPOCK (Saha et al., 2022) spock 4375 57.62 47.48 36.87 | 37.82 49.19 4140 | 39.50 59.66 46.29 | 56.12 65.39 56.32
4 LTRC (Adibhatla and Shrivastava, 2022) hiranmai | 5.65 2.34 323 33.03| 252 1.10 153 | 1345 551 7.60 | 0.00 0.00 0.00
5 Random Baseline tanfiona | 030 0.89 045 2194 | 084 252 126 | 0.00 0.00 0.00 | 0.00 0.00 0.00

Table 6: Subtask 2 Leaderboard. Ranked by Overall Macro F1. All scores are reported in percentages (%). Highest

score per column is in bold.

outperformed the unaugmented DeBERTa model
and RoBERTa models.

LTRC (Adibhatla and Shrivastava, 2022) used
various transformers-based language models fol-
lowed by a classification head. The pre-
trained models explored by them were: BART-
large (Lewis et al., 2020), RoBERTa-base+Linear
Layer, RoBERTa-large+Linear Layer, RoOBERTa-
base+Adapter and RoBERTa-large+Adapter. Their
best model slightly beats the baseline scores on the
development set.

NLP4ITF (Krumbiegel and Decher, 2022) pro-
posed building a RoOBERTa model with linguistic
features. They mainly involved named entities (NE)
and cause-effect-signal (CES) spans from Subtask
2 to incorporate linguistic features with the input
text. Based on their findings, the model trained
with the PER (person) NE class with CES, achieved
the best results, outperforming the ROBERTa base-
line (model trained on data with no linguistic fea-
tures).

IDIAPers (Burdisso et al., 2022) proposed a
prompt-based approach for fine-tuning LMs in
which the classification task is modeled as a
masked language modeling problem (MLM). This
approach allows LMs natively pre-trained on MLM

problems, like ROBERTa, to directly generate tex-
tual responses to domain-specific prompts. This
approach allow the model to be trained in a few-
shot configuration, keeping most of available data
for measuring the generalization power the model.
The best-performing model was trained with only
256 instances per class and yet was able to obtain
the second-best precision and third-best accuracy.

NoisyAnnot (Nguyen and Mitra, 2022) proposed
fine-tuning different LMs with customised cross-
entropy loss functions that exploit annotation infor-
mation such as the number of annotators and their
agreement. They used several language models
including BERT, RoBERTa and XLNET models
and showed that the involvement of annotation in-
formation improves the model performance.

SNU-Causality Lab (Kim et al., 2022) proposed
fine-tuning an ELECTRA model using the CNC
dataset and augmented data. They followed two
approaches for data augmentation: (1) concate-
nating SemEval-2010 to CNC and (2) generating
new samples using POS tagging. With the POS
tagging-based approach they mainly targeted re-
placing causality irrelevant words with POS tags,
to generate more data while preserving the causal-
ity relevant information in the original dataset.
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1Cademy (Nik et al., 2022) experimented with
self-training to generate more sequence classifica-
tion examples from unlabeled Wikipedia sentences.
They experimented with three pretrained models
(BERT, RoBERTa and ELECTRA), and also experi-
mented with three ratios of positive to negative self-
labeled examples (1:3, 1:1, 3:1). Their experiments
showed that including self-labeled data during train-
ing always returns higher F1 scores. Their best
model during test time was the RoBERTa-based
model with 1:1 self-training ratio, which surpassed
the competition baseline scores.

GGNN  (Trust et al., 2022) injected word embed-
dings into a Gated Graph Neural Network (GGNN),
which were attached to a RNN decoder to predict
the sequence label. Two word embeddings were ex-
plored: Word2Vec and BERT. Their BERT+GGNN
combination outperforms the BERT baseline pro-
vided during the competition for both the develop-
ment and test sets for P, F1 and Acc.

6.2.2 Subtask 2

1Cademy (Chen et al., 2022) approached this
task in a reading comprehension manner, and cre-
ated a baseline BERT-based neural network that
predicted the start and end positions of each Cause,
Effect, and Signal span. They introduced beam-
search methods (BSS) as post-processing con-
straints suited to the task. They also introduced
a signal classifier that detects if a Signal exists
in the sequence or not via a joint model (JS) or
a separate model (ES). Additionally, BART was
fine-tuned for paraphrasing to re-write Cause and
Effect phrases within each sentence for data aug-
mentation (DA). In the end, their best model is
a combination of Baseline+BSS+ES+DA method,
where the DA generated 3 new phrases per span.
This model achieved F1 score of 54.15% on the test
set, clinching the top place during the competition.

IDIAPers (Fajcik et al., 2022) approached the
task in an encoder-decoder framework. They con-
ditioned the T5 language model three times per
example to generate up to four causal relations per
example. In each round, given the history of a
sentence, the model generates Cause, followed by
Effect, and then Signal. This model is their vanilla
model known as T5-CES. History refers to the in-
put sequence with any annotated spans from the
previous round, if applicable. In experiments, they
also explored (1) variants involving a version with-
out historical annotations, (2) T5-large pre-trained

model, and (3) changing the order of generation
to be Effect, Cause then Signal. Their best model
on the test set (T5-CES) achieved 48.8 F1 score,
coming in second in the competition.

SPOCK (Saha et al., 2022) designed two sepa-
rate frameworks for the span detection task, span-
based modelling and token classification. Both ap-
proaches far exceed the random baseline provided
by the organizers during the competition period.
Their span-based modelling approach achieved an
F1 score of 47.48%, ranking third in the competi-
tion. This model classifies a list of candidate spans
to a Cause, Effect, Signal or None label. The candi-
date spans are generated by considering all possible
spans up to a maximum length. The model receives
inputs comprising a CLS token embedding, con-
catenated with a width embedding, plus the span
embedding representation itself. To select the final
Cause-Effect-Signal span, spans below a certain
threshold are removed, and then the span with the
highest probability for that label is retained.

LTRC (Adibhatla and Shrivastava, 2022) ap-
proached the task as a token classification task,
and designed a BERT-based IOB predicting model
alongside some heuristics adjusted for the task.
Their approach slightly beats the baseline scores
on the development set.

7 Analysis & Discussion

7.1 Trends

Consistent with NLP trends, pre-trained language
models are popular and employed by all teams and
for both subtasks.

For Subtask 1, teams found novel ways to im-
prove from the BERT and LSTM baseline by com-
bining multiple models, adding linguistic features,
incorporating additional neural network layers, and
working with augmented data.

For Subtask 2, there is a wide variation in fram-
ing the task. Teams approached it as a reading
comprehension, encoder-decoder, candidate span
classification and token classification task. Addi-
tionally, there are two constraints that models had
to accommodate: (1) The task involves predict-
ing multiple causal relations per input sentence,
and (2) Not all causal relations have a signal span.
The top three teams carefully adjust their models
to work with the two constraints. For (1), IDI-
APers predicted different relations using rounds
while incorporating the predicted annotations of
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Figure 4: Histogram of exact matches.

Subtask Finished Failed | Total
Subtask 1 58 8 66
Subtask 2 12 24 36

Table 7: Number of submissions received for test set.

the previous round. For (2), 1Cademy included
a separate classification task, while IDIAPers and
SPOCK permitted "empty" or "None" span pre-
dictions. Interestingly, the F1 score for signals is
highest for IDIAPers, suggesting merits to predict
signal spans in a manner that includes Cause and
Effect predictions as inputs.

7.2 Participation

More submissions were received for Subtask 1 than
for Subtask 2, as shown in Table 7. Unsurprisingly,
there is a high proportion of failed submissions in
Subtask 2. Since Subtask 2 requires specific for-
matting of argument markings and compiling of
multiple predictions into a list, it is easy to face
formatting errors. For Subtask 2, although 12 par-
ticipants did try to submit for the competition, only
4 managed to submit predictions of the right format.
A closer look at the submission files suggests that
most of the time, these participants intended to up-
load predictions for Subtask 1. However, because
the default Codalab tab falls on Subtask 2, they
make submissions to the wrong task. Nevertheless,
we are aware of 1 participant who reached out to try
and resolve formatting issues and did not manage
to resubmit their predictions in the right format in
time. This team ran into issues trying to match the
spacing of the original input text.

7.3 Error Analysis

For Subtask 1, we had 13 participants while for
Subtask 2, we had 4 participants. For Subtask 1,
we counted the number of teams that matched the

true labels exactly per example. For Subtask 2, if
any predicted span exactly match the true Cause-
Effect-Signal span, we considered there to be an
accurate count. A histogram per subtask reflecting
the accuracy counts are reflected in Figure 4.

For Subtask 1, 100 examples were predicted cor-
rectly, while 4 examples were predicted wrongly
by all participants. There is a total of 52 examples
that are challenging, where less than half of the
participants were able to get a correct prediction.

For Subtask 2, no examples were predicted cor-
rectly by all participants. This is because LTRC’s
submission was very close to the Random Baseline
and had no exactly correct predictions. 6 causal
relations were predicted correctly by the remaining
three participants. Nevertheless, most examples
were predicted wrongly by all participants (i.e., 70
examples received all wrong predictions). Clearly,
Subtask 2 is a challenging task and has a lot of
room for growth.

8 Conclusion

In conclusion, our shared task investigated two im-
portant tasks in causal text mining, namely: (1)
Causal Event Classification, and (2) Cause-Effect-
Signal Span Detection. Our shared task attracted
29 registered participants and 17 active participants
who made over 100 submissions on the test set.
Based on the 12 description papers received, many
novel methods that exceeded our initial baseline
were proposed. The best F1 scores achieved for
Subtask 1 and 2 were 86.19% and 54.15% respec-
tively.

We intend to re-launch this shared task next year
with even more data for Subtask 2. Additionally,
we will also investigate the challenging examples
in Subtask 1 that are predicted wrongly by many
teams.
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A Appendix

A.1 Subtask 2 Agreement Score Calculations

For span annotations, the agreement scores were
calculated by taking a weighted average of the sub-
set level agreement scores that takes into account
the example counts per subset.

We split the training plus development set into 8
subsets and the test set into 2 subsets. While con-
ducting the annotations, the agreement scores were
evaluated at a subset level so that we can consis-
tently assess the annotators’ performance. The sub-
set level scores takes the average scores between
each pair of annotators. For example, if there were
three annotators (Annotator A, B, and C) for the
subset, then we took the average agreement score
when comparing (A,B), (B,C) and (A,C) annotator
pairs. Each pair was weighted equally.

The annotator pair level scores were computed
by taking the average scores across the sentences.
Each sentence was weighted equally.

At the sentence level, agreement scores were
obtained by taking the average scores of each
causal relation pair. Each causal relation pair was
weighted equally.

Since annotators might annotate multiple spans
per example, there are many ways to match the
annotated relations between two annotators. We
approached this conflict by considering every pos-
sible combination pair, after which, we retained
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the match that returned the highest possible sum of
EM, OSB and TO scores. If one annotator identi-
fied more causal relations than the other, then EM,
OSB and TO scores for that relation is automati-
cally zero.

The KAlpha script was an open-source code’.
The other three metrics were coded based on previ-
ous work (Lee and Sun, 2019).

‘https://github.com/emerging-welfare/
kAlpha

208


https://github.com/emerging-welfare/kAlpha
https://github.com/emerging-welfare/kAlpha

