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Abstract

Socio-political protests often lead to grave con-
sequences when they occur. The early detec-
tion of such protests is very important for tak-
ing early precautionary measures. However,
the main shortcoming of protest event detec-
tion is the scarcity of sufficient training data
for specific language categories, which makes
it difficult to train data-hungry deep learning
models effectively. Therefore, cross-lingual
and zero-shot learning models are needed to de-
tect events in various low-resource languages.
This paper proposes a multi-lingual cross-
document level event detection approach using
pre-trained transformer models developed for
Shared Task 1 at CASE 2022. The shared task
constituted four subtasks for event detection at
different granularity levels, i.e., document level
to token level, spread over multiple languages
(English, Spanish, Portuguese, Turkish, Urdu,
and Mandarin). Our system achieves an aver-
age F} score of 0.73 for document-level event
detection tasks. Our approach secured 2" po-
sition for the Hindi language in subtask 1 with
an F} score of 0.80. While for Spanish, we
secure 4" position with an F} score of 0.69.
Our code is available at https://github.
com/nehapspathak/campros/.

1 Introduction

The recent technological advancement has led to
a continuous flow of information among users in
online and offline ecosystems. Users’ informa-
tion may cover various social and political fac-
tors, often constituting information related to po-
litical violence, crisis, and protests, among oth-
ers. The automatic detection of such socio-political
protests/crisis events from news and social media
has become crucial from a peaceful society per-
spective (Hiirriyetoglu et al., 2020, 2021). Not only
does the early detection of such event helps in the
deployment of early interventions, but it also helps
understand people’s perception of a socio-political
event.

Event detection aims to identify and extract per-
tinent data from a text about specific categories of
events. It is a crucial information extraction task
that unearths and collects information about cur-
rent and historical occurrences concealed in vast
amounts of textual data. The CASE 2022 work-
shop focuses on detecting socio-political and crisis
events in a multi-lingual setting at different gran-
ularity levels. This paper focuses on developing
models and systems for “Multilingual Protest News
Detection - Shared Task 1”. In shared task 1, there
are 4 subtasks. The aim of subtask 1 is to detect
whether a news article contains event information.
The news articles are in the form of documents.
Hence the subtask looks at whether a given docu-
ment contains event information. The second sub-
task focuses on detecting a sentence containing
information about a past or ongoing event. The
third task focuses on event sentence coreference
identification, such as which event sentences in
subtask 2 belong to the same event. The fourth and
final subtask focuses on event extraction and aims
to identify the event triggers and their arguments.
We present our proposed system for subtask 1 in
this paper.

Researchers have focused on Event extraction
from various aspects in the past (Yadav et al., 2021;
Lai et al., 2021a). The task presented by (Hiir-
riyetoglu et al., 2020) focused on event sentence
co-reference identification. In the CASE 2021
socio-political and crisis event detection, the train-
ing dataset consisted of English, Spanish and Por-
tuguese, while the test data were from English,
Spanish, Portuguese, and Hindi (Hiirriyetoglu et al.,
2021). In CASE 2022, however, new languages are
introduced for multilingual document-level event
detection. The workshop allows participants to
create models for various subtasks and contrast
related approaches. Subtask 1 consists of docu-
ments from English, Spanish, and Portuguese for
training. For testing, the documents are available
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in a zero-shot setting, including languages from
low-resource languages; Hindi, Turkish, Urdu, and
Mandarin. Identifying crisis and socio-political
protest detection in a multi-lingual setting makes
the Task very complex.

Our work mainly focuses on document-level
(subtask 1) event detection in a multilingual setting.
Our approach is based on pretrained transformer
models and different learning strategies for mak-
ing predictions. Since the tasks are designed for
protests in a multilingual setting, we do not per-
form language-level pre-processing on our dataset.
Our submission for subtask 1 achieved 2" position
in zero-shot Hindi document-level event detection.

The rest of the paper is organized as follows. Sec-
tion 2 describes the Related literature. The details
of the Task and dataset are presented in Section
3. The proposed approach and experimental setup
are described in Section 4. Results are described
in Section 5, followed by Conclusion in Section 6.
We intend to make our code public for further use
by the community.

2 Related Work

In natural language processing (NLP), Event detec-
tion is a task that detects event triggers/mentions
(i.e., the key terms that drive or express an
event) and categorizes them into predefined event
types (Lai et al., 2021b). The early detection
of ongoing and past events exploited feature-
based approaches to detect events (Li et al.,
2013). However, the early data-driven (Hogen-
boom et al., 2011), knowledge-driven, and rule-
based approaches missed the semantic relationship
in the data (Danilova and Popova, 2014). Other
early approaches for event detection include ma-
chine learning models such as SVM and decision
trees (Schrodt et al., 2014). The recent deep learn-
ing approaches proposed in the literature (Ahmad
et al., 2020) improve event detection; nonetheless,
they are not generalizable for low-resource lan-
guages. To address the data scarcity problem for
low-resource languages, researchers have recently
used the pre-trained language model GPT-2 to gen-
erate training samples (Veyseh et al., 2021a).
Another less-discovered approach in the Event
detection task is Cross-Lingual event detection
which proposes model creation for effective perfor-
mance over different languages (Guzman-Nateras
et al., 2022). The work presented in (Lai et al.,
2021b) utilizes knowledge from open-domain word

Language Label Label Total
1 0

English (En) 1,912 7,412 9,324

Spanish (Es) 131 869 1,000

Portuguese (pt) 197 1,290 1,487

Table 1: Training Data available for training for Shared
Task 1, subtask 1: Document-level crisis event predic-
tion.

Language Documents
English 3,871
Hindi 268
Mandarin 300
Spanish 400
Portuguese 671

Turkish 300

Urdu 299

Table 2: Test Data for testing for Shared Task 1, subtask
1: Document-level crisis event prediction.

sense disambiguation to transfer knowledge into
few-shot learning models for Event detection, such
that the model can generalize to new event types.
To perform Event detection at the document level,
the work in (Veyseh et al., 2021b) proposes a dy-
namic selection of relevant sentences in a docu-
ment to create improved representation learning.
Targeting the issues with scarce availability of low-
resource languages, the CASE 2021 subtask in-
troduced the multi-lingual crisis event detection
dataset, which focuses on the zero-shot and few-
shot detection of protest and crisis event (Hiir-
riyetoglu et al., 2021).

3 Data

The dataset used in CASE 2022 has been created
in the process presented in (Hiirriyetoglu et al.,
2022). For subtask 1, the new data contains doc-
uments with and without protest events. The data
provided for training are highly imbalanced and
provided for only 3 languages. The testing data
contains 7 languages, with documents from addi-
tional 4 languages apart from training data. Table 1
provides the details of the training data provided
in the shared task. Table 2 presents the test data
for the Task. Given that no training data is present
for Hindi, Mandarin, Turkish and Urdu, the task
of document event detection becomes a zero-shot
classification problem.
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Language Model macro-F1
English mBERT+Softmax 0.76
XLM-Roberta+LSTM 0.74
XLM-Roberta+Sigmoid 0.77
XLM-Roberta+Sigmoid (U) 0.72
Spanish mBERT+Softmax 0.69
XLM-Roberta+LSTM 0.63
XLM-Roberta+Sigmoid 0.64
XLM-Roberta+Sigmoid (U) 0.63
Portuguese mBERT+Softmax 0.68
XLM-Roberta+LSTM 0.71
XLM-Roberta+Sigmoid 0.76
XLM-Roberta+Sigmoid (U) 0.72

Table 3: Test results for English, Spanish and Portuguese documents, as reported in the shared task. The training
data were present for the above 3 languages. U represents a model with under-sampled data.

3.1 Data proprocessing

Since we experiment with mBERT (cased) and
other sentence-based embeddings, we do not lower-
case our document corpus before training. We also
do not conduct language-specific pre-processing
to keep the preprocessing step language agnostic.
However, we removed any URLSs, and a single oc-
currence replaced repeated symbols. We also re-
moved any extra spaces present in the data.

4 Methodology

The transformer-based models have recently gained
success in various multilingual NLP tasks such as
offensive content detection (Arango et al., 2022)
and various zero-shot cross-lingual tasks (Kuo and
Chen, 2022). We experiment with different multi-
lingual models and analyze how the different mod-
els perform on the downstream task of document
classification in subtask 1. We design the docu-
ment classification problem as a sequence classifi-
cation problem (Hettiarachchi et al., 2021; Giirel
and Emin, 2021).

In our approach, we use different transformer
models including XLM-Roberta (Conneau et al.,
2020), mBERT (Devlin et al., 2018) and encoder-
decoder based LASER (Artetxe and Schwenk,
2019) to generate embedding from the documents.
We experiment with different layers on top of the
multi-lingual sentence embedding. Our prelimi-
nary analysis found that transformer-based XLM-
Roberta with a sigmoid layer outperformed other
models in the macro-F1 score. Therefore, in our
approach, we propose the XLM-Roberta model
with a sigmoid classification layer for event pre-
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diction. XLM-Roberta is pre-trained on unla-
beled Wikipedia text and CommonCrawl Corpus
of 100 languages. The XLM-Roberta has a vo-
cabulary size of 25,000 and uses SentencePiece
tokenizer (Kudo and Richardson, 2018). We fine-
tuned the model for our task with the training data
provided. The training data was highly imbalanced.
However, oversampling and under-sampling meth-
ods did not provide any marginal improvement in
the model’s output as per our experiments.

4.1 XLM-Roberta Based Document
Classification Models

XLM-Roberta belongs to an unsupervised represen-
tation learning framework as it does not use cross-
lingual resources (Conneau et al., 2020). XILM-
Roberta has L = 12 transformers, with H = 768
attention heads with A = 12, and 270M parame-
ters. The maximum token size for input for XLM-
Roberta is 512 tokens. The token size of 512 is less
for creating document-level creation, as a lot of in-
formation might not be captured. However, break-
ing the sentences into 512-length tokens might lead
to an incorrect labeling process for different sen-
tence splits (Giirel and Emin, 2021). Due to the
limitation of our system, our final approach uses
a 256-length token for document embedding cre-
ation. The learning rate was 2.75¢~%, the batch
size for training was 32, and the training was done
for 20 epochs. The total training time taken for
the XLLM-Robert-based model was approximately
2 hours. Since we use the Sigmoid layer on the top
of XLLM-Roberta, the final decision boundary for
0/1 was taken based on the probability of 0.6 for



Language Model macro-F1
Hindi mBERT+Softmax 0.71
XLM-Roberta+LSTM 0.75
XLM-Roberta+Sigmoid 0.80
XLM-Roberta+Sigmoid (U) 0.77
Turkish mBERT+Softmax 0.69
XLM-Roberta+LLSTM 0.70
XLM-Roberta+Sigmoid 0.74
XLM-Roberta+Sigmoid (U) 0.69
Urdu mBERT+Softmax 0.67
XLM-Roberta+LSTM 0.72
XLM-Roberta+Sigmoid 0.71
XLM-Roberta+Sigmoid (U) 0.73
Mandarin mBERT+Softmax 0.75
XLM-Roberta+LSTM 0.71
XLM-Roberta+Sigmoid 0.75
XLM-Roberta+Sigmoid (U) 0.73

Table 4: Test results for Hindi, Mandarin, Turkish and Urdu documents, as reported in the shared task. Training data
was not provided for the above language. Hence classification is done in a zero-shot setting.

all cases.

4.2 Experimental setup

For training all models, we use the Nvidia RTX
3090 GPU system with an installed Cuda version
of 11.3. For training, we combined the training
data from the 3 languages, English, Spanish, and
Portuguese, as shown in Table 1. We performed
at a 90:10 split for training and testing, respec-
tively. The split was done randomly but stayed the
same for all the experiments with models to obtain
the result on the same set of datasets. The score
we demonstrated for document-level classification
was the F1-macro metric, which was selected as an
evaluation metric for our models. We performed ex-
periments with different epoch numbers and batch
sizes with the same experimental setup.

4.3 Baselines

We experimented with different multilingual mod-
els such as XILM-Roberta (Conneau et al., 2020),
mBERT (Devlin et al., 2018) and LASER (Artetxe
and Schwenk, 2019) to obtain predictions. The
performance for LASER was the worst in our case.
Hence, we do not report the results from LASER-
based models.

XLM-Roberta+Softmax (under-sampling): In
this approach, before feeding the data into the
model, we under-sample the majority class (i.e.,
a class with label O representing a no-event class)

such that we have an equal number of documents
for both label 0 and label 1 class. We under-sample
the training data constituting the combination of
documents from all the 3 languages. After this,
we split the data into the ratio of 90:10 and fed it
to the model with XLLM-Roberta with softmax as
the classification layer. The number of epochs for
training is set to 20, and the batch size is taken as
32.

XLM-Roberta+LSTM: After we have created
embedding using XLLM-Roberta, we feed the em-
bedding into long short-term memory (LSTM) lay-
ers to train the model. We use the sigmoid layer for
the classification of events.

mBERT+Softmax: We also tried mBERT to
create embedding, which is the multilingual BERT
embedding for our experiment. The BERT tok-
enizer is based on wordpiece tokenizer. We used
softmax as a classification layer and trained the
model.

5 Results

In this section, we demonstrate and elaborate on the
results from different models for each language. Ta-
ble 3 shows the result for English, Spanish and Por-
tuguese language, for which we had training data
available. The best model for English came out to
be XLM-Roberta+Sigmoid model, with a macro-
F1 score of 0.77. The second best model for En-
glish was mBERT+Softmax model, with a macro-

172



F1 score of 0.76. While XLM-Roberta+LSTM
showed macro-F1 score of 0.74, the undersam-
pled majority class for XLM-Roberta+Sigmoid pro-
duced the worst result, with a macro-F1 score of
0.72. For Spanish, however, our proposed frame-
work of XLM-Roberta+Sigmoid model was out-
performed by mBERT+Softmax, with macro-F1
of 0.69. XLM-Roberta+Sigmoid remained the
second best model with macro-F1 score of 0.64.
The result for XLM-Roberta+LSTM and under-
sampled XLM-Roberta+Sigmoid came as 0.63.
In Portuguese, our proposed framework outper-
formed all other baselines, with macro-F1 score
of 0.76. The second best model for Portuguese
was undersampled XLLM-Roberta+Sigmoid, with
macro-F1 score of 0.72. The macro-F1 score
for XLM-Roberta+LSTM came as 0.71, while
mBERT+Softmax performed worst for the Por-
tuguese document classification task. Hence, we
found that XLLM-Roberta with the Sigmoid layer
outperformed for English and Portuguese tasks;
however, the best model for Spanish was multilin-
gual BERT with the softmax layer.

Table 4 presents the results for the zero-shot
classification for the respective languages. Our
best model, the XLM-Roberta+Sigmoid model, ob-
tained a macro-F1 score of 0.80 for Hindi and
secured 2"¢ in the shared task. The second best
model for zero-shot Hindi document classification
was undersampled XLM-Roberta+Sigmoid with
a macro-F1 score of 0.77. The macro-F1 score
for XLM-Roberta+LLSTM model was 0.75. We
found that for Hindi, mBERT+Softmax produced
the worst results, with macro-F1 score of 0.71. For
Turkish, the best model also came out as XLM-
Roberta+Sigmoid, with macro-F1 as 0.74. Among
the baselines, the XLM-Roberta+LSTM model pro-
duced a macro-F1 score of 0.70, while the macro-
F1 score for both mBERT+Softmax and undersam-
pled XLM-Roberta+Sigmoid came as 0.69. For the
Urdu language, XLM-Roberta+LSTM marginally
outperformed the proposed model, with a macro-
F1 score of 0.72. The macro-F1 score for the
proposed XLM-Roberta+Sigmoid came as 0.71.
The worst model for Urdu was mBERT+Softmax,
with a macro-F1 score of 0.67. In contrast, the
best model for the Urdu language was the un-
dersampled XLM-Roberta+Sigmoid model with
a macro-F1 score of 0.73. For Mandarin, how-
ever, the best F1-score was obtained from both the
mBERT+Softmax model and the proposed XLM-

Roberta+Sigmoid model, with a marginal differ-
ence on the macro-F1 score of 0.75. The undersam-
pled XLM-Roberta+Sigmoid produced a macro-
F1 score of 0.73, while the XLM-Roberta+LSTM
model produced a macro-F1 score of 0.71.

6 Conclusion

This paper describes our approaches for
CASE@EMNLP 2022: Shared Task on
Socio-political and Crisis Events Detection
in multilingual settings. We explored various
multilingual and zero-shot approaches and showed
results across the languages in subtask 1. We
propose XLM-Roberta with a Sigmoid layer
for classifying crisis events in zero-shot and
low-resource language settings. Our system
achieved an average F1 score of 0.73. Among the
given languages, our proposed approach was able
to secure 2" place in the Hindi document event
classification task. While comparing with our
approach, the multilingual Bert with softmax layer
obtained better results for Spanish and Mandarin,
with the result for Spanish securing the 4" spot in
the shared task.
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