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Abstract

Over the last five years, research on Relation
Extraction (RE) witnessed extensive progress
with many new dataset releases. At the same
time, setup clarity has decreased, contribut-
ing to increased difficulty of reliable empiri-
cal evaluation (Taillé et al., 2020). In this pa-
per, we provide a comprehensive survey of RE
datasets, and revisit the task definition and its
adoption by the community. We find that cross-
dataset and cross-domain setups are particu-
larly lacking. We present an empirical study
on scientific Relation Classification across two
datasets. Despite large data overlap, our anal-
ysis reveals substantial discrepancies in anno-
tation. Annotation discrepancies strongly im-
pact Relation Classification performance, ex-
plaining large drops in cross-dataset evalua-
tions. Variation within further sub-domains ex-
ists but impacts Relation Classification only to
limited degrees. Overall, our study calls for
more rigour in reporting setups in RE and eval-
uation across multiple test sets.

1 Introduction

Information Extraction (IE) is a key step in Natu-
ral Language Processing (NLP) to extract informa-
tion, which is useful for question answering and
knowledge base population, for example. Relation
Extraction (RE) is a specific case of IE (Grishman,
2012) with the focus on the identification of seman-
tic relations between entities (see Figure 1). The
aim of the most typical RE setup is the extraction
of informative triples from texts. Given a sequence
of tokens [t0, t1..., tn] and two entities (spans),
sA = [ti, . . . , tj ] and sB = [tu, . . . , tv], RE triples
are in the form (sA, sB, r), where r ∈ R andR is a
pre-defined set of relation labels. Because of the di-
rectionality of the relations, (sB, sA, r) represents
a different triple.

We survey existing RE datasets—outside the
biomedical domain—with an additional focus on

An entity-oriented approach to restricted-domain parsing is proposed.

sA: METHOD sB: TASK

USED-FOR

Figure 1: RE annotation sample. The sentence contains
two annotated spans denoting two entities, with respec-
tive types METHOD and TASK, and a semantic relation
between them labeled as USED-FOR.

the task definition.1 Existing RE surveys mainly
focus on modeling techniques (Bach and Badaskar,
2007; Pawar et al., 2017; Aydar et al., 2021; Liu,
2020). To the best of our knowledge, we are the
first to give a comprehensive overview of available
RE datasets. We also revisit RE papers from the
ACL community over the last five years, to iden-
tify what part(s) of the task definition recent work
focuses on. As it turns out, this is often not easy
to determine, which makes fair evaluation difficult.
We aim to shed light on such assumptions.2

Moreover, recent work in NLP has shown that
single test splits and in-distribution evaluation over-
estimate generalization performance, arguing for
the use of multiple test sets or split evaluation (Gor-
man and Bedrick, 2019; Søgaard et al., 2021).
While this direction has started to be followed
by other NLP tasks (Petrov and McDonald, 2012;
Pradhan et al., 2013; Williams et al., 2018; Yu et al.,
2019; Zhu et al., 2020a; Liu et al., 2021), for RE
cross-dataset and cross-domain evaluation have re-
ceived little attention. We explore this direction
in the scientific domain and propose to study the
possible presence of distinctive sub-domains (Lip-
pincott et al., 2010). Sub-domains are differences
between subsets of a domain that may be expected
to behave homogeneously. Using two scientific
datasets, we study to what degree: (a) they con-
tain overlapping data; (b) their annotations differ;

1We refer the reader to Luo et al. (2016) for a survey on
biomedical RE and event extraction.

2Pyysalo et al. (2008) discuss similar difficulties in the
biomedical domain.
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and (c) sub-domains impact Relation Classification
(RC)—the task of classifying the relation type held
between a pair of entities (details in Section 3).

The contributions of this paper are:

• To the best of our knowledge, we are the first
to provide a comprehensive survey on cur-
rently available RE datasets.

• We define RE considering its modularity. We
analyze previous works and find unclarity in
setups; we call for more rigour in specifying
which RE sub-part(s) are tackled.

• We provide a case study on Relation Classifi-
cation in the scientific domain, to fill a gap on
cross-domain and cross-dataset evaluation.

2 Relation Extraction Datasets Survey

RE has been broadly studied in the last decades
and many datasets were published. We survey
widely used RE datasets in chronological order,
and broadly classify them into three domains based
on the data source: (1) news and web, (2) scientific
publications and (3) Wikipedia. An overview of the
datasets is given in Table 1. Our empirical target
here focuses on the scientific domain as so far it has
received no attention in the cross-domain direction;
a similar investigation on overlaps in data, annota-
tion, and model transferability between datasets in
other domains is interesting future work.

The CoNLL 2004 dataset (Roth and Yih, 2004)
is one of the first works. It contains annotations
for named entities and relations in news articles. In
the same year, the widely studied ACE dataset was
published by Doddington et al. (2004). It contains
annotated entities, relations and events in broadcast
transcripts, newswire and newspaper data in En-
glish, Chinese and Arabic. The corpus is divided
into six domains.

Another widely used dataset is The New York
Times (NYT) Annotated Corpus,3 first presented
by Riedel et al. (2010). It contains over 1.8 mil-
lion articles by the NYT between 1987 and 2007.
NYT has been created with a distant supervision
approach (Mintz et al., 2009), using Freebase (Bol-
lacker et al., 2008) as knowledge base. Two further
versions of it followed recently: Zhu et al. (2020b)
(NYT-H) and Jia et al. (2019) published manually
annotated versions of the test set in order to per-
form a more accurate evaluation.

3
http://iesl.cs.umass.edu/riedel/ecml/

RE has also been part of the SemEval shared
tasks for four times so far. The two early Se-
mEval shared tasks focused on the identification
of semantic relations between nominals (Nastase
et al., 2021). For SemEval-2007 Task 4, Girju et al.
(2007) released a dataset for RC into seven generic
semantic relations between nominals. Three years
later, for SemEval-2010 Task 8, Hendrickx et al.
(2010) revised the annotation guidelines and pub-
lished a corpus for RC, by providing a much larger
dataset (10k instances, in comparison to 1.5k of the
2007 shared task).

Since 2017, three RE datasets in the scientific do-
main emerged, two of the three as SemEval shared
tasks. In SemEval-2017 Task 10 Augenstein et al.
(2017) proposed a dataset for the identification of
keyphrases and considered two generic relations
(HYPONYM-OF and SYNONYM-OF). The dataset
is called ScienceIE and consists of 500 journal arti-
cles from the Computer Science, Material Sciences
and Physics fields. The year after, Gábor et al.
(2018) proposed a corpus for RC and RE made
of abstracts of scientific papers from the ACL An-
thology for SemEval-2018 Task 7. The data will
be described in further detail in Section 4.1. Fol-
lowing the same line, Luan et al. (2018) published
SCIERC, which is a scientific RE dataset further
annotated for coreference resolution. It contains
abstracts from scientific AI-related conferences.
From the existing three scientific RE datasets sum-
marized in Table 1, in our empirical investigation
we focus on two (SemEval-2018 and SCIERC). We
leave out ScienceIE as it focuses on keyphrase ex-
traction and it contains two generic relations only.

The Wikipedia domain has been first introduced
in 2013. Google released GoogleRE,4 a RE corpus
consisting of snippets from Wikipedia. More re-
cently, Kassner et al. (2021) proposed mLAMA, a
multilingual version (53 languages) of GoogleRE
with the purpose of investigating knowledge in pre-
trained language models. The multi-lingual dimen-
sion is gaining more interest for RE. Following this
trend, Seganti et al. (2021) presented SMiLER, a
multilingual dataset (14 languages) from Wikipedia
with relations belonging to nine domains.

Previous datasets were restricted to the same la-
bel collection in the training set and in the test set.
To address this gap and make RE experimental sce-
narios more realistic, Han et al. (2018) published
Few-Rel, a Wikipedia-based few-shot learning

4
https://code.google.com/archive/p/

relation-extraction-corpus/downloads
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Dataset Paper Data Source # Relation Types

News and Web

CoNLL04 Roth and Yih (2004) News articles 5
ACE? Doddington et al. (2004) News and conversations 24
NYT Riedel et al. (2010) New York Times articles 24-57�

SemEval-2007 Girju et al. (2007) Sentences from the web 7
SemEval-2010 Hendrickx et al. (2010) Sentences from the web 10
TACRED Zhang et al. (2017b) Newswire and web text 42
FSL TACRED Sabo et al. (2021) TACRED data 42
DWIE Zaporojets et al. (2021) Deutsche Welle articles 65

Scientific publications

ScienceIE Augenstein et al. (2017) Scientific articles 2
SemEval-2018 Gábor et al. (2018) NLP abstracts 6
SCIERC Luan et al. (2018) Abstracts of AI proceedings 7

Wikipedia

GoogleRE - Wikipedia 5
mLAMA? Kassner et al. (2021) GoogleRE data 5
FewRel Han et al. (2018) Wikipedia 100
FewRel 2.0 Gao et al. (2019) FewRel data + Biomedical literature 100 + 25
DocRED Yao et al. (2019) Wikipedia and Wikidata 96
SMiLER Seganti et al. (2021) Wikipedia 36

Table 1: Overview of the RE datasets for the English language grouped by macro domains. (?):
Multilingual datasets. (�): The original paper does not state the number of considered relations
and different work describe different dataset setups.

(FSL) RC dataset annotated by crowdworkers. One
year later, Gao et al. (2019) published a new version
(Few-Rel 2.0), adding a new test set in the biomed-
ical domain and the None-Of-The-Above rela-
tion (cf. Section 3).

Back to the news domain, Zhang et al. (2017b)
published a large-scale RE dataset built over
newswire and web text, by crowdsourcing relation
annotations for sentences with named entity pairs.
This resulted in the TACRED dataset with over
100k instances, which is particularly well-suited
for neural models. Sabo et al. (2021) used TA-
CRED to make a FSL RC dataset and compared it
to FewRel 1.0 and FewRel 2.0, aiming at a more re-
alistic scenario (i.e., non-uniform label distribution,
inclusion of pronouns and common nouns).

All datasets so far present a sentence level an-
notation. To address this, Yao et al. (2019) pub-
lished DocRED, a document-level RE dataset from
Wikipedia and Wikidata. The difference with a tra-
ditional sentence-level corpus is that both the intra-
and inter-sentence relations are annotated, increas-
ing the challenge level. In addition to RE, DocRED
annotates coreference chains. DWIE by Zaporo-
jets et al. (2021) is another document-level dataset,
specifically designed for multi-task IE (Named En-
tity Recognition, Coreference Resolution, Relation
Extraction, and Entity Linking).

Lastly, there are works focusing on creating
datasets for specific RE aspects. Cheng et al.
(2021), for example, proposed a Chinese document-
level RE dataset for hard cases in order to move
towards even more challenging evaluation setups.

Domains in RE Given our analysis, we observe
a shift in target domains: from news text in sem-
inal works, over web texts, to emerging corpora
in the scientific domain and the most recent focus
on Wikipedia. Similarly, we observe the emerging
trend for FSL.

Different datasets lend themselves to study dif-
ferent aspects of the task. Concerning cross-
domain RE, we propose to distinguish three setups:

1. Data from different domains, but same rela-
tion types, which are general enough to be
present in each domain (limited and often con-
fined to the ACE dataset) (e.g., Plank and Mos-
chitti, 2013).

2. Stable data domain, but different relation
sets (e.g., FewRel by Han et al., 2018). Note
that when labels change, approaches such as
FSL must be adopted.

3. A combination of both: The data changes and
so do the relation types (e.g., FewRel 2.0 by
Gao et al., 2019).
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In the case study of this paper, given the scien-
tific datasets available, we focus on the first setup.

3 The Relation Extraction Task

Conceptually, RE involves a pipeline of steps (see
Figure 2). Starting from the raw text, the first step
consists in identifying the entities and eventually
assigning them a type. Entities involve either nomi-
nals or named entities, and hence it is either Named
Entity Recognition (NER) or, more broadly, Men-
tion Detection (MD).5 After entities are identified,
approaches start to be more blurry as studies have
approached RE via different angles.

One way is to take two steps, Relation Identi-
fication (RI) and subsequent Relation Classifica-
tion (RC) (Ye et al., 2019), as illustrated in Fig-
ure 2. This means to first identify from all the
possible entity pairs the ones which are in some
kind of relation via a binary classification task
(RI). As the proportion of positive samples over
the negative is usually extremely unbalanced to-
wards the latter (Gormley et al., 2015), a priori
heuristics are generally applied to reduce the pos-
sible combinations (e.g., entity pairs involving dis-
tant entities, or entity type pairs not licensed by
the relations are not even considered). The last
step (RC) is usually a multi-class classification to
assign a relation type r to the positive samples
from the previous step. Some studies merge RI
and RC (Seganti et al., 2021) into one step, by
adding a no-relation (no-rel) label. Other
studies instead reduce the task to RC, and assume
there exists a relation between two entities and the
task is to determine the type (without a no-rel
label). Regardless, RI is influenced by the RC
setup: Relations which are not in the RC label
set are considered as negative samples in the RI
phase. Some studies address this approximation
by distinguishing between the no-rel and the
None-Of-The-Above (NOTA) relation (Gao
et al., 2019). Note that, in our definition, the NOTA
label differs from no-rel in the sense that a rela-
tion holds between the two entities, but its type is
not in the considered RC label set.6

What Do You Mean by Relation Extraction?
RE studies rarely address the whole pipeline. We

5Some studies divide the entity extraction into two sub-
steps: identification (often called MD), and subsequent classi-
fication into entity types.

6Some studies name such relation Other (Hendrickx
et al., 2010).

RAW
TEXT

ENTITIES 
(WITH TYPES) RELATIONS RELATIONS

WITH TYPES

NER/MD RI RC

RE

Figure 2: Relation Extraction pipeline. NER: Named
Entity Recognition; MD: Mention Detection; RI: Rela-
tion Identification; RC: Relation Classification.

analyze all the ACL papers published in the last
five years which contain the Relation Extraction
keyword in the title and determine which sub-task
is performed (NER/MD, RI, RC). Table 2 shows
such investigation. We leave out from this analysis
(a) papers which make use of distant supervision
or which somehow involve knowledge bases, (b)
shared task papers, (c) the bioNLP field, (d) tem-
poral RE, and (e) Open RE.

The result shows that gold entities are usually
assumed for RE, presumably given the complexity
of the NER/MD task on its own. Most importantly,
for end-to-end models, recent work has shown that
ablations for steps like NER are lacking (Taillé
et al., 2020). Our analysis further shows that it is
difficult to determine the RI setup. While RC is
always performed, the situation is different for RI
(or no-rel). Sometimes RI is clearly not done
(i.e., the paper assumes a scenario in which every
instance contains at least one relation), but most
of the times it is either not clear from the paper, or
done in a simplified scenario (e.g., datasets which
already clear out most of the no-rel entity pair
instances). As this blurriness hampers fair evalu-
ation, we propose that studies clearly state which
step they include, i.e., whether the work focus is on
RC, RI+RC or the full RE pipeline and how special
cases (no-rel and NOTA) are handled. These
details are utterly important as they impact both
model estimation and evaluation.

Pipeline or Joint Model? The traditional RE
pipeline is, by definition of pipeline, prone to error
propagation by sub-tasks. Joint entity and relation
extraction approaches have been proposed in order
to alleviate this problem (Miwa and Bansal, 2016;
Zhang et al., 2017a; Bekoulis et al., 2018a,b; Wang
and Lu, 2020; Wang et al., 2021). However, Taillé
et al. (2020) recently discussed the challenge of
properly evaluating such complex models. They
surveyed the evaluation metrics of recently pub-
lished works on end-to-end RE referring to the
Strict, Boundaries, Relaxed evaluation setting pro-
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Relation Extraction Paper Task Performed
NER/MD RI RC

2021

Wang et al. (2021) X X X
Cui et al. (2021) X
Tang et al. (2021) (?) X
Xie et al. (2021) X (?) X
Tian et al. (2021) X
Ma et al. (2021) X X
Mathur et al. (2021) X
Yang et al. (2021) X
Huang et al. (2021b) (?) X
Huang et al. (2021a) (?) X
2020

Kruiper et al. (2020) X X
Nan et al. (2020) X
Alt et al. (2020) X X
Yu et al. (2020) X X
Shahbazi et al. (2020) (?) X
Pouran Ben Veyseh et al. (2020) X
2019

Trisedya et al. (2019) X (?) X
Guo et al. (2019) X X
Yao et al. (2019) X
Zhu et al. (2019) X X
Li et al. (2019) X (?) X
Ye et al. (2019) X X
Fu et al. (2019) X X X
Dixit and Al-Onaizan (2019) X X X
Obamuyide and Vlachos (2019) (?) X
2018

Christopoulou et al. (2018) X X
Phi et al. (2018) X
2017

Lin et al. (2017) (?) X

Table 2: ACL paper analysis: over the last 5 years,
which RE sub-task is performed. (?) indicates that ei-
ther the paper does not state if the step is considered,
either it is performed, but in a simplified scenario.

posed by Bekoulis et al. (2018a). They observe
unfair comparisons and overestimations of end-to-
end models, and claim the need for more rigorous
reports of evaluation settings, including detailed
datasets statistics.

While some recent work shifts to joint models,
it is still an open question which approach (joint
or pipeline) is the most robust. Zhong and Chen
(2021) found that when incorporating modern pre-
trained language models (e.g., BERT) using sep-
arate encoders can surpass existing joint models.
Since the output label space is different, separate
encoders could better capture distinct contextual
information. At the moment it is not clear if one ap-
proach is more suitable than the other for RE. For
this reason and because of our final goal, which is
a closer look to sub-domains in the scientific field,

we follow the pipeline approach and, following
most work from Table 2, we here restrict the setup
by focusing on the RC task.

Open Issues To summarize, open issues are: 1)
The unclarity of RE setups, as illustrated in Table 2
—specially regarding RI—leads to problematic eval-
uation comparisons; 2) A lack of cross-domain
studies, for all three setups outlined in Section 2.

4 Scientific Domain Data Analysis

In this section, we present the two English corpora
involved in the experimental study (Section 4.1),
explain the label mapping adopted for the cross-
dataset experiments (Section 4.2), discuss the over-
lap between the datasets and the annotation diver-
gence between them (Section 4.3), and introduce
the sub-domains considered (Section 4.4).

4.1 Datasets

SemEval-2018 Task 7 (Gábor et al., 2018) The
corpus contains 500 abstracts of published research
papers in computational linguistics from the ACL
Anthology. Relations are classified into six classes.
The task was split into three sub-tasks: (1.1) RC
on clean data (manually annotated), (1.2) RC on
noisy data (automatically annotated entities) and
(2) RI+RC (identifying instances + assigning class
labels). For each sub-task, the training data con-
tains 350 abstracts and the test data 150. The train
set for sub-task (1.1) and (2) is identical.

SCIERC (Luan et al., 2018) The dataset con-
sists of 500 abstracts from scientific publications
annotated for entities, their relations and corefer-
ence clusters. The authors define six scientific en-
tity types and seven relation types. The original
paper presents a unified multi-task model for en-
tity extraction, RI+RC and coreference resolution.
SCIERC is assembled from different conference
proceedings. As the data is released with original
abstract IDs, this allows us to identify four ma-
jor sub-domains: AI and ML, Computer Vision
(CV), Speech Processing, and NLP, sampled over a
time frame from 1980 to 2016. Details of the sub-
domains are provided in Table 9 in Appendix A.
To the best of our knowledge, we are the first to
analyze the corpus at this sub-domain level.

4.2 Cross-dataset Label Mapping

We homogenize the relation label sets via a manual
analysis performed after an exploratory data analy-
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SemEval-2018 SCIERC

Considered in
this study

COMPARE COMPARE
USAGE USED-FOR
PART_WHOLE PART-OF
MODEL-FEATURE FEATURE-OF
RESULT EVALUATE-FOR*

Not-considered
TOPIC -
- HYPONYM-OF
- CONJUNCTION

Table 3: Label mapping. (*): Same semantic relation,
but inverse direction: We homogenized the two versions
by flipping the head with the tail.

sis, as we find that most of the labels in SemEval-
2018 and SCIERC have a direct correspondent, and
hence we mapped them as shown in Table 3. The
gold label distribution of the relations on the two
datasets is shown in Figure 4 in Appendix B. We de-
cided to leave out the two generic labels from SCI-
ERC and one relation from SemEval-2018 which
does not have any correspondent and is rare.

4.3 Overlap of the Datasets and Annotation
Divergences

Our analysis further reveals a high overlap in ar-
ticles between SemEval-2018 and SCIERC cor-
responding to 307 ACL abstracts.7 Interestingly,
the overlap contains a huge annotation divergence.
In more detail, we identify three main annotation
disagreement scenarios between the two datasets
(represented by the 3 samples in Table 5):

• Sample 1: The annotated entities differ
and so the annotated relations do as well.
SemEval-2018 annotates just one entity and
thus there can not even exist a relation; as the
corresponding sentence in SCIERC is anno-
tated with two entities, it contains a relation.

• Sample 2: The amount of annotated entities
and the amount of annotated relations are the
same, but the annotations do not match. The
relations involve non-mutual entities and so
do not correspond.

• Sample 3: The annotated entities are the
same, but the relation annotations differ. This
involves conflicting annotations, e.g., the bold
arrow shows the same entity pair annotated
with a different relation label.

7Note that in our study, regarding SemEval-2018, for fair
comparison with SCIERC, which is manually annotated, we
consider the dataset related to sub-task (1.1).

Whole corpus

SemEval-2018 SCIERC

# abstracts 500 500
# relations 1,583 4,648

Datasets Overlap (307 abstracts)

# relations 1,087 2,476
# common relations 1,071 1,922

Same entity pair 394
Same entity pair + same relation type 327

Table 4: SemEval-2018 and SCIERC annotation com-
parison. The common relations are the ones with a di-
rect correspondent in both datasets (see Table 3).

Table 4 shows the annotation statistics from
the two corpora and their overlap. Overall both
datasets contain the same amount of abstracts, but
the amount of annotated relations differs substan-
tially. The overlap between the two corpora re-
ports a similar trend. Even the fairer count of the
common labels (see Table 3) reveals that the an-
notation gap still holds (ratio of 1:1.8). In more
detail, the entity pairs annotated in both dataset by
using a strict criterion (i.e., entity spans with the
same boundaries) are only 394 (considering rela-
tions from the whole relation sets). Out of them,
only 327 are labeled with the same relation type,
meaning that there are 67 conflicting instances as
the bold arrow in Table 5 (Sample 3).

4.4 Experimental Sub-domains

We use the metadata described in Section 4.1 to
divide SCIERC into four sub-domains. Figure 5 in
Appendix B shows the label distribution over the
new SCIERC split. As we are particularly inter-
ested in the annotation divergence impact, we leave
out of this study 193 abstracts from SemEval-2018
which are not in overlap with SCIERC.

We assume a setup which takes the NLP domain
as source training domain in all experiments, as
it is the largest sub-domain in both datasets. The
considered sub-domains and their relative amount
of data are reported in Table 6.

5 Experiments

5.1 Model Setup

Since the seminal work by Nguyen and Grishman
(2015), Convolutional Neural Networks (CNNs)
are widely used for IE tasks (Zeng et al., 2014;
Nguyen and Grishman, 2015; Fu et al., 2017; Au-
genstein et al., 2017; Gábor et al., 2018; Yao et al.,
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Sample 1: Different number of entity (and relation) annotations

SemEval-2018
We evaluate the utility of this constraint in two different algorithms.

SCIERC
We evaluate the utility of this constraint in two different algorithms .

EVALUATE-FOR

Sample 2: Different entity annotations

SemEval-2018
We propose a detection method for orthographic variants caused by transliteration in a large corpus .

PART_WHOLE

SCIERC
We propose a detection method for orthographic variants caused by transliteration in a large corpus.

USED-FOR

Sample 3: Different relation annotations

SemEval-2018
The speech-search algorithm is implemented on a board with a single Intel i860 chip , which provides a factor of 5 speed-up over a SUN 4 for straight C code .

MODEL-FEATURE

SCIERC
The speech-search algorithm is implemented on a board with a single Intel i860 chip , which provides a factor of 5 speed-up over a SUN 4 for straight C code .

USED-FOR PART-OF COMPARE

USED-FOR

USED-FOR

Table 5: Annotated sentence pairs from SemEval-2018 and SCIERC. The underlined spans are the entities.

Dataset Sub-domain train dev test

SemEval-2018 NLP 257 50 50

SCIERC

NLP 257 50 50
AI-ML - - 52
CV - - 105
SPEECH - - 35

Table 6: Sub-domains and relative amount of abstracts.

2019). Similarly, since the advent of contextualized
representations (Peters et al., 2018; Devlin et al.,
2019), BERT-like representations are commonly
used (Seganti et al., 2021), but non-contextualized
embeddings (i.e., GloVe, fastText) are still widely
adopted (Yao et al., 2019; Huang et al., 2021b).
We compare the best CNN setup to fine-tuning a
full transformer model. For the latter we use the
MaChAmp toolkit (van der Goot et al., 2021)

Our CNN follows Nguyen and Grishman
(2015). We tests both non-contextualized word
embeddings—fastText (Bojanowski et al., 2017)—
and contextualized ones—BERT (Devlin et al.,
2019) and the domain-specific SciBERT (Beltagy
et al., 2019). Further details about the model im-
plementation and hyperparameter settings can be
found in Appendix C. We use macro F1-score as
evaluation metric. All experiments were run over
three different seeds and the results reported are
the mean.8

5.2 Cross-dataset Evaluation

We test the following training configurations:9

(1) cross-dataset: Training on SemEval-2018 and
testing on SCIERC, and vice versa; (2) cross-
annotation: Training on a mix of SemEval-2018

8
https://github.com/elisabassignana/scientific-re

9The development set follows the train set distributions.

and SCIERC overlap: (2.1) exclusive: Consider-
ing either abstracts from the two corpora, (2.2)
repeated labeling: Including every abstract twice,
once from each dataset; this approach repeats in-
stances with different annotations and is a simple
method to handle divergences in annotation (Sheng
et al., 2008; Uma et al., 2021), (2.3) filter: Double
annotation of the abstracts as in (2.2), but filtering
out conflicting annotations.

Results Table 7 reports the results of the experi-
ments. The cross-dataset experiments (1) confirm
the expected drop across datasets, in both direc-
tions (Sem: 40.28 → 34.81 and SCI: 34.29 →
31.37). Considering the cross-annotation setups,
results are mixed in the exclusive version (2.1). The
overall amount of training data is the same as the
cross-dataset experiments, but there is less dataset-
specific data, which hurts SemEval-2018. In con-
trast, regarding (2.2) and (2.3), in both setups im-
provements are evident on both test sets. Compared
to (2.1), the training data amount is effectively dou-
bled and the model benefits from it. Removing the
conflicting instances results in a slightly smaller
train set, but an overall higher average performance
(43.81→ 44.16). The improvement of (2.3) over
(2.2) is significant, which we test by the almost
stochastic dominance test (Dror et al., 2019). De-
tails about significance are in Appendix D.

5.3 Contextualized Word Embeddings
We pick the best performing training scenario
(cross-annotation filter, 2.3) and compare fastText
with contextualized embeddings: BERT and the
domain-specific SciBERT. The central columns of
Table 7 report the results. While BERT does not
bring relevant improvements over the best fastText
setup, SciBERT confirms the strength of domain-
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Model CNN Transformer [tuned]

Word embedding FastText BERT SciBERT SciBERT SciBERT

↓Test | Train (NLP) → Sem SCI [1⁄2 + 1⁄2] 2A 2A w/o CR 2A w/o CR 2A w/o CR 2A 2A w/o CR

SemEval NLP 40.28 34.81 39.91 50.17 48.95 42.54 49.27 79.16 77.79
SCIERC NLP 31.37 34.29 36.29 39.36 41.48 38.63 51.99 67.36 69.90
SCIERC AI-ML 37.00 50.44 46.78 49.52 49.66 40.81 51.14 72.48 76.80
SCIERC CV 33.32 41.30 37.24 44.59 45.60 38.51 48.18 73.55 76.11
SCIERC SPEECH 29.60 35.00 33.71 35.39 35.11 31.62 42.72 64.17 65.21

avg. 34.31 39.17 38.79 43.81 44.16 38.34 48.66 71.34 73.56

Table 7: Macro F1-scores of the cross-dataset and cross-domain experiments. (2.1) [1⁄2 + 1⁄2] refers to the case in
which the train is made half by SemEval-2018 and half by SCIERC; (2.2) 2A means double annotation from the
two datasets; (2.3) CR are the conflicting relations (bold sample in Table 5).

specific trained language models (improvement of
4.5 F1 points and almost stochastic dominance).
Compared to the CNN, full transformer fine-tuning
results in the best model (rightmost columns). We
tested different setups to feed the input to the trans-
former (see appendix E), finding two entity spans
and the full sentence as best setup. The full fine-
tuned transformer model confirms the dominance
of training setup (2.3) over (2.2).

5.4 Cross-domain Evaluation
Next, we look at cross-domain variation: Train-
ing on NLP, and testing on all sub-domains. The
lower rows in Table 7 show the results. If we focus
on the SciBERT models, we observe that there is
some drop in performance from NLP, but mostly to
CV and SPEECH. Interestingly, in some cases, AI-
ML even outperforms the in-domain performance.
Over all models, the SPEECH domain shows the
clearest drop in transfer from NLP.10 From an anal-
ysis of the predictions of the RC trained on SciB-
ERT, we notice that the classifier struggles with
identifying the most frequent USAGE relation (see
Appendix B) across sub-domains (confusion from
lowest to highest: AI-ML, CV and SPEECH), and
it is most confused with MODEL-FEATURE. Fig-
ure 7 in Appendix F contains the detailed confusion
matrices. The overall evaluation suggests that in
this setup sub-domain variation impacts RC perfor-
mance to a limiting degree only.

In order to confirm this qualitatively, we (1) in-
spect whether model-internal representations are
able to capture sub-domain variation, and we (2)
test whether sub-domain variation is identifiable.
To answer (1), we visualise the PCA representation
of the CNN trained on setup (2.3) with SciBERT.
The result is shown in Figure 3. The plot confirms

10We note that the data amount for speech is the smallest in
respect to the other sub-corpora, which might have an impact.

Figure 3: PCA representation of the CNN hidden state
(just before the linear layer) using SciBERT.

that the representations do not contain visible clus-
ters: The relation instances from each sub-domain
are equally spread over it, and thus the performance
of the relation classifier is similar for each of them.
Our intuition is that the unified label set contains
relations general enough to be equally covered by
every sub-domain.

We explore the sub-domains more deeply apart
from the RC task. To answer (2), we built a do-
main classifier to investigate how hard it is to tear
apart the sub-domains. We hypothesize that, if sub-
domains are distinguishable, a classifier should be
able to easily distinguish them by looking at the
coarsest level (the abstract). The classifier consists
of a linear layer on top of the SciBERT encoder
and achieves a F1-score of 62.01, over a random
baseline of 25.58. This shows that the sub-domains
are identifiable at the abstract level but with modest
performance. As we would expect, SPEECH and
NLP are highly confused (Figure 6 in Appendix G
reports the confusion matrix) and the large vocabu-
lary overlap shown in Table 8 between these sub-
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Domain # word types # overlap % overlap

NLP 5,646 - -
AI-ML 1,895 917 48.39%
CV 3,387 1,205 35.58%
SPEECH 1,398 715 51.14%

Table 8: Vocabulary overlap between NLP and the
other sub-domains. # word types, # overlap in word
types, and % overlap as relative percentages. Note that
the amount of abstracts varies, cf. Table 6.

domains confirms this observation. Overall, sub-
domains are identifiable but have limited impact on
the RC task in the setup considered.

6 Conclusions

We present a survey on datasets for RE, revisit the
task definition, and provide an empirical study on
scientific RC. We observe a domain shift in RE
datasets, and a trend towards multilingual and FSL
for RE. Our analysis shows that our surveyed ACL
RE papers focus mostly on RC and assume gold
entities. Other steps are more blurry, concluding
with a call for reporting RE setups more clearly.

As testing on only one dataset or domain bears
risks of overestimation, we carry out a cross-dataset
evaluation. Despite large data overlaps, we find
annotations to substantially differ, which impacts
classification results. Sub-domains extracted from
meta-data instead only slightly impact performance.
This finding on sub-domain variation is specific to
the explored RC task on the scientific setup con-
sidered. Our study contributes to the first of three
cross-domain RE setups we propose (Section 2) to
aid further work on generalization for RE.

Limitations and Ethical Considerations

This work focuses on a limited view of the whole
RE research field. Our dataset survey excludes spe-
cific angles of RE such as temporal RE or bioNLP,
as they are large sub-fields which warrant a ded-
icated analysis in itself. From a methodological
point of view, in our analysis we did not further
cover weakly-supervised (e.g., distant supervision)
and un-supervised approaches. Finally, given that
our study points out gaps in RE, specifically cross-
dataset, our experiments are still limited to RC only
and next steps are to extend to the whole pipeline
and to additional datasets and domains.

The data analyzed in this work is based on exist-
ing publicly-available datasets (based on published
research papers).
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Appendix

A SCIERC Conference Division

The metadata relative to the IDs of the SCIERC
abstracts contains information about the proceed-
ings in which the papers have been published. We
use this information to divide SCIERC into four
sub-domains as shown in Table 9.

Conference # abs

Artificial Intelligence - Machine Learning (AI-ML) 52

NeurIPS 20
Neural Information Processing Systems
IJCAI 14
International Joint Conference on Artificial Intelligence
ICML 10
International Conference on Machine Learning
AAAI 8
Association for the Advancement of Artificial Intelligence

Computer Vision (CV) 105

CVPR 66
Conference on Computer Vision and Pattern Recognition
ICCV 23
International Conference on Computer Vision
ECCV 16
European Conference on Computer Vision

Speech 35

INTERSPEECH 25
Annual Conference of the International Speech
Communication Association
ICASSP 10
International Conference on Acoustics, Speech, and
Signal Processing

Natural Language Processing (NLP) 308

ACL 307
Association for Computational Linguistics
IJCNLP 1
International Joint Conference on Natural Language
Processing

Table 9: SCIERC division into conferences and rela-
tive amount of abstracts for each of them.

B Data Analysis

Figure 4 reports the gold label distribution over
SemEval-2018 and SCIERC respectively.

Figure 5, instead, contains the gold label dis-
tributions of SCIERC sub-domains over the five
matching labels between the two datasets (see Ta-
ble 3).

C Model Details

Our RC model is a CNN with four layers (Nguyen
and Grishman, 2015). The layers consist of lookup
embedding layers for word embeddings and en-
tity position information (detailed below), convo-
lutional layers with n-gram kernel sizes (2, 3 and

(a) SemEval-2018

(b) SCIERC

Figure 4: Gold label distribution in the SemEval-2018
sub-task (1.1) and SCIERC datasets.

Figure 5: Gold label distribution of the five considered
relations over SCIERC sub-domains.
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4), a max-pooling layer and a linear softmax rela-
tion classification layer with dropout of 0.5. Each
input to the network is a sentence containing a pair
of entities—which positions in the sentence are
given—and a label within R, the set of five consid-
ered relations.

We experiment with three types of pre-trained
word embeddings: one non-contextualized, fast-
Text (Bojanowski et al., 2017), and two contextu-
alized representations, BERT (Devlin et al., 2019)
and the domain-specific SciBERT (Beltagy et al.,
2019). For word split into subword-tokens, we
adopt the strategy of keeping only the first embed-
ding for each token. For every token we also con-
sider two position embeddings following Nguyen
and Grishman (2015). Each of them encodes the
relative distance of the token from each of the two
entities involved in the relation.

Hyperparameters were determined by tuning the
model on a held-out development set.

All experiments were ran on an NVIDIA® A100
SXM4 40 GB GPU and an AMD EPYC™ 7662
64-Core CPU.

D Significance Testing

We compare our setups using Almost Stochastic
Order (ASO; Dror et al., 2019).11 Given the re-
sults over multiple seeds, the ASO test determines
whether there is a stochastic order. The method
computes a score (εmin) which represents how far
the first is from being significantly better in respect
to the second. The possible scenarios are therefore
(a) εmin = 0.0 (truly stochastic dominance) and
(b) εmin < 0.5 (almost stochastic dominance). Ta-
ble 10 reports the ASO scores with a confidence
level of α = 0.05 adjusted by using the Bonferroni
correction (Bonferroni, 1936). See Section 5 for
the setup details.

E Transformer setups

The MaChAmp toolkit (van der Goot et al., 2021)
allows for a flexible amount of textual inputs (sepa-
rated by the [SEP] token) to train the transformer
and test the fine-tuned model on. We used SciB-
ERT (Beltagy et al., 2019) and tested the following
input configurations:

1. The two entities:
[ ent-1 [SEP] ent-2 ]

11Implementation by Ulmer (2021).
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2A [fastText]* - 1.0 0.0 1.0 1.0 1.0

2A w/o CR [fastText]* 0.0 - 0.0 1.0 1.0 1.0

2A w/o CR [BERT]* 1.0 1.0 - 1.0 1.0 1.0

2A w/o CR [SciBERT]* 0.0 0.0 0.0 - 1.0 1.0

2A [SciBERT]† 0.0 0.0 0.0 0.0 - 1.0

2A w/o CR [SciBERT]† 0.0 0.0 0.0 0.0 0.0 -

Table 10: ASO scores of the main experimental setups
described in Section 5. (*) CNN model. (†) full fine-
tuned transformer model. Read as row→ column.

↓Test | Input Setup→ 1 2 3 4 5

SEMEVAL NLP 58.15 42.08 77.79 74.85 75.12
SCIERC NLP 51.42 42.16 69.90 69.09 71.32
SCIERC AI-ML 54.63 40.35 76.80 75.08 74.93
SCIERC CV 53.16 41.09 76.11 74.73 74.21
SCIERC SPEECH 49.59 40.42 67.21 66.78 67.56

avg. 53.39 41.22 73.56 72.11 72.63

Table 11: Macro F1-scores of the RC using SciB-
ERT (Beltagy et al., 2019) within the MaChAmp
toolkit (van der Goot et al., 2021). Setups 1-5 described
in Appendix E.

2. The sentence containing the two entities:
[ sentence ]

3. The two entities and the sentence containing
them:
[ ent-1 [SEP] ent-2 [SEP] sentence ]

4. For the third setup, we introduce a marker be-
tween the two entities, resulting in a 2-inputs
configuration:
[ ent-1 [MARK] ent-2 [SEP] sentence ]

5. Finally—following Baldini Soares et al.
(2019)—we augment the input sen-
tence with four word pieces to mark
the beginning and the end of each entity
mention ([E1-START], [E1-END],
[E2-START], [E2-END]):
[ sentence-with-entity-markers ]

Table 11 reports the results of the experiments
using MaChAmp on the setups described above.

F Scientific Sub-domain Analysis

Figure 7 contains the confusion matrices of the
CNN trained with SciBERT for the AI-ML, CV
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and SPEECH sub-domains. For fair comparison
between the different data amounts the numbers
reported are percentages.

G Conference Classifier

Figure 6 represents the confusion matrix relative to
the conference classifier described in Section 5.4.

Figure 6: Confusion matrix of the conference classifica-
tion experiment. The numbers reported are the average
over three runs on different seeds.

(a) AI-ML (52 abstracts)

(b) CV (105 abstracts)

(c) SPEECH (35 abstracts)

Figure 7: Percentage confusion matrices of the CNN
on SCIERC sub-domains.
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