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Abstract

This paper considers some ethical implications
of machine translation for low-resourced lan-
guages. | use Armenian as a case study and
investigate specific needs for and concerns aris-
ing from the creation and deployment of im-
proved machine translation between English
and Armenian. To do this, I conduct stake-
holder interviews and construct Value Scenar-
ios (Nathan et al., 2007) from the themes that
emerge. These scenarios illustrate some of
the potential harms that low-resourced lan-
guage communities may face due to the deploy-
ment of improved machine translation systems.
Based on these scenarios, I recommend 1) col-
laborating with stakeholders in order to create
more useful and reliable machine translation
tools, and 2) determining which other forms
of language technology should be developed
alongside efforts to improve machine transla-
tion in order to mitigate harms rendered to vul-
nerable language communities. Both of these
goals require treating low-resourced machine
translation as a language-specific, rather than
language-agnostic, task.

1 Introduction

The challenge of building machine translation sys-
tems for low-resourced languages is often seen
merely a problem of data scarcity, but such a fram-
ing obscures the systemic differences between low-
resourced languages and high-resourced languages,
as well as between their corresponding speaker
communities. Before building machine translation
systems for low-resourced languages, it is impor-
tant to consider the real impact that these systems
can have on their intended users. This paper inves-
tigates the ethical implications for improvements
to machine translation for low-resourced languages
using a Value Scenarios (Nathan et al., 2007) frame-
work to identify potential harms and construct rec-
ommendations to mitigate them.

The remainder of this paper uses the Armenian
language as a case study and considers the specific
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circumstances of speakers in the Armenian Dias-
pora. I conducted interviews with four stakeholders
(Armenian speakers who use machine translation
systems) and analyzed their responses to identify
common desires and concerns for machine transla-
tion. I then used these analyses to construct Value
Scenarios, which illustrate potential unintended
consequences of improving the quality of machine
translation between English and Armenian to the
level of current machine translation between En-
glish and other high-resourced languages.

In examining machine translation for Armenian,
I hope to provide examples of the kinds of harms
that may be caused to speakers of low-resourced
languages in the development of machine transla-
tion tools. This paper is not meant as an exhaustive
exploration of all possible harms; instead, it pro-
vides a starting point for considering how the spe-
cific circumstances of a language community can
inform the creation of ethically-produced machine
translation tools.

My findings show that machine translation for
low-resourced languages should not be undertaken
as an aggregated language-agnostic task, but should
instead be approached in a language-specific way
that contextualizes speakers’ needs and other facets
of existing language technology. Such an approach
would allow NLP researchers to move away from
a data-first paradigm that privileges high-resourced
languages and varieties towards one that can take
into account the particular circumstances of vul-
nerable groups in order to ensure that we build
machine translation tools that are genuinely useful
and reliable.

The rest of this paper is organized as follows.
Section 2 provides background information on ma-
chine translation for low-resourced languages and
describes Value Scenarios. Following that, Section
3 gives an overview of considerations for Armenian.
Section 4 describes the methodology I followed
to conduct stakeholder interviews, the results of
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which are analyzed in Section 5. Based on intervie-
wees’ responses, two Value Scenarios are presented
and analyzed in Section 6, and recommendations
based on these scenarios are given in Section 7.
Section 8 describes ethical considerations for this
project, and Section 9 provides a conclusion.

2 Background

2.1 (Neural) Machine Translation for
Low-Resourced Languages

In the past few years, neural machine translation
(NMT) (Bahdanau et al., 2016) has become the
dominant model for machine translation applica-
tions. NMT systems generally show a wide gap
in translation quality for low-resourced languages
and high-resourced languages (Caswell and Liang,
2020). This difference in performance has signifi-
cant consequences for speakers of low-resourced
languages. As Joshi et al. (2020) argue, the diver-
gence in the quality of NLP applications for high-
resourced languages and low-resourced languages
can exacerbate conditions that lead to language
decline.

There have been many efforts to improve ma-
chine translation for low-resourced languages (e.g.
Guetal., 2018; Lample et al., 2018; Ko et al., 2021;
Zoph et al., 2016; Fadaee et al., 2017), many of
which take a transfer learning approach that applies
models trained on multilingual data to languages
for which there is less data available. Many cur-
rent NMT models are trained on large, uncurated
datasets, such as Wikipedia dumps (Gu et al., 2018).
As aresult, NMT systems generally work better for
standard language varieties than non-standard ones
(Kumar et al., 2021).

When approaching the task of machine transla-
tion for low-resourced languages, it is important
to consider the relationship between the NLP com-
munity and communities that speak low-resourced
languages. As Nekoto et al. (2020) detail, under-
standing low-resourcedness as merely a lack of
data is reductive, as this framing fails to capture
the corresponding lack of linguistic and geographic
diversity of NLP scholars. Nekoto et al. (2020) also
describe how much of the work in machine transla-
tion is Anglo-centric, as it prioritizes the quality of
translations to and from English.

Both of these observations point to a disconnect
between the NLP community and speakers of low-
resourced languages. As a result, language tech-
nologists building applications for low-resourced
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languages may not have a clear picture of the wants
and needs of these languages’ speaker communi-
ties, and may not understand the benefits and harms
rendered to these communities by the language
technology they build. The number of languages
considered to be low-resourced is vast, and com-
munities that speak low-resourced languages have
diverse needs; often, these needs are very differ-
ent from the needs of speakers of high-resourced
languages (e.g. Joshi et al., 2019).

2.2 Value Scenarios

Incorporating stakeholders’ perspectives is crucial
for creating useful improvements in language tech-
nology for low-resourced languages (e.g. Nekoto
et al., 2020; Joshi et al., 2019).

To do that, this work will draw on the principles
of Value-Sensitive Design (Friedman, 1996), par-
ticularly Value Scenarios (Nathan et al., 2007), to
identify ethical challenges in the improvements of
machine translation for low-resourced languages.
A Value Scenario imagines the systemic impacts
of a proposed technology in order to anticipate and
mitigate negative consequences before that technol-
ogy is deployed. Considering how many efforts are
underway to improve the quality of machine trans-
lation for low-resourced languages, it is pertinent
to examine a range of impacts that these improve-
ments may have for speakers of low-resourced lan-
guages. The utility of Value Scenarios in this use
case is to illustrate the needs and concerns of a
particular group of stakeholders in a way that gen-
erates specific avenues for harm mitigation.

The Value Scenarios framework (Nathan et al.,
2007) identifies five key elements to explore: stake-
holders (people who are impacted by the technol-
ogy either directly or indirectly), pervasiveness (the
effects of the technology when it has widespread
use), time (the effect of the technology in short-
and long-term scales), systemic effects (how the
technology interacts with various areas of life), and
value implications (potential positive and negative
influences that impact use of the technology). My
analysis in this paper will draw on each of these
five components.

It should be noted that the purpose of Value Sce-
narios is not to generate predictions for the future,
nor is it possible to use Value Scenarios to imagine
every possible consequence of a proposed technol-
ogy (Nathan et al., 2007). The task of prevent-
ing harms to marginalized groups is complex and



ever-changing, and requires the integration of many
types of expertise and a variety of tools. This paper
considers the use of Value Scenarios as one such
tool.

3 Considerations for Armenian

In this section, I present two important challenges
specific to the improvement of machine translation
for Armenian: language variation and orthography.
While the details of these challenges pertain to the
particular situation of the Armenian language and
of Armenian speakers, it is likely that improve-
ments to other low-resourced languages would re-
quire similar considerations.

3.1 Variation

Modern Armenian has two main varieties: Modern
Eastern Armenian and Modern Western Armenian.
While these two varieties are mostly mutually intel-
ligible, there are large distinctions between them in
phonology, morphology, syntax, and lexical items.

The following characterization of Armenian-
speaking populations is consistent with Eberhard
et al. (2021). Eastern Armenian speakers are pre-
dominantly those in Armenia, Artsakh, Russia, and
Iran. Western Armenian speakers are predomi-
nantly those in the United States, Lebanon, Geor-
gia, and Argentina. There are about 3.8 million
Eastern Armenian speakers and about 1.4 million
Western Armenian speakers worldwide.

There is a large imbalance in the amount of data
available in each of the two main varieties; for ex-
ample, the Eastern Armenian Wikipedia (called
simply Armenian Wikipedia) has about 291 thou-
sand articles in early 2022, while the Western Ar-
menian Wikipedia has only about 10 thousand.'

3.2 Orthography

The following description is based on Hagopian
(2007). While all varieties of Armenian are writ-
ten with the same alphabet, there are two sets of
spelling conventions: Classical Orthography and
Reformed Orthography. There are substantial dif-
ferences between the two systems, though it is gen-
erally possible for someone who typically uses one
orthography to read text written in the other. Speak-
ers of all varieties of Western Armenian and of the
Barskahye variety of Eastern Armenian use Classi-
cal Orthography, while all other speakers of East-
ern Armenian use Reformed Orthography. The vast

'meta.wikimedia.org/wiki/List_of Wikipedias
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Eastern, Reformed
Eastern, Classical
Eastern, IPA
Western, Classical
Western, IPA

hu pnypp fununud £
hd pnjpp fuounid L
im 'k"ui.ro 'yo.sum e
hd pnjpu Yp fuoup
im 'k"ui.ros go yo0.'si

Table 1: The phrase "my sister speaks” in both Eastern
and Western Armenian. The transcriptions in IPA show
roughly standard pronunciations for both main varieties.

majority of text in Armenian on the Internet is in
Reformed Orthography. See Table 1 for an example
of differences between varieties and orthographies.

Additionally, many Armenian speakers often
write using ad-hoc Romanization rather than Ar-
menian script, which is an additional challenge for
machine translation.

4 Methodology

This section describes the process by which I con-
ducted stakeholder interviews. This study was ap-
proved by the Institutional Review Board (IRB) at
the University of Washington.

4.1 Participants

Four volunteer participants were recruited on the
basis of their status as Armenian and English speak-
ers who have previously used machine translation
technology. To avoid the unwanted identification
of these participants, the following description and
the discussion in Section 5 include only details that
are necessary for contextualizing the perspectives
described in this paper.

Each participant speaks a different variety
of Armenian: Standard Eastern Armenian, the
Karabaghtsi (Artsakhi) variety of Eastern Arme-
nian, the Barskahye (Iranian) variety of Eastern
Armenian, and Standard Western Armenian. These
varieties cover a large swath of Armenian speak-
ers, although of course they do not constitute the
totality of variation in Armenian.

While the stakeholders I interviewed are diverse
in the varieties they speak, they are otherwise a
somewhat homogeneous group. All of the inter-
viewees are below the age of 35, and all have
resided in the United States for the majority of
their lives. Additionally, while all four intervie-
wees speak Armenian at home and in some social
settings, they also all speak English as their pri-
mary language in other settings. Therefore, the
perspectives described in this paper reflect a partic-
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ularly diasporic and English-dominant experience
of Armenian identity, which has a clear influence
on the desires and concerns described in Section 5.
It should also be noted that all of the interviewees
were people in my own network, and do not form
a representative sample of Armenian speakers as a
whole or even of Armenian speakers in the United
States.

4.2 Interviews

Before the interviews were conducted, participants
were provided with a description of this study’s
purpose and the topics that would be discussed dur-
ing the interview, along with a description of how
their data would be stored and used. Each partici-
pant was interviewed separately over a video call
that lasted between one and two hours in length.
With the participants’ consent, the interviews were
recorded to aid later analysis. To protect the in-
terviewees’ privacy, all recording files are secured
in accordance with the guidelines established by
the Human Subjects Division at the University of
Washington.

These interviews were conducted in a semi-
structured format: some questions were pre-
determined, and others were based on participants’
responses in the moment. I constructed a set of
basic questions for each topic I planned to discuss
with interviewees, and these questions served as
starting points to informal conversations. This for-
mat was chosen in order to illuminate comparisons
between different interviewees’ experiences with
machine translation while allowing the course of
each interview to be shaped by particulars of the
interviewee’s perspective. The length of the inter-
views was determined by the length of intervie-
wees’ responses.

Each interview covered the same set of topics,
including the participant’s 1) use of Armenian, 2)
experience of being an Armenian person in online
spaces, 3) use of machine translation technology,
4) desired improvements for Armenian-English
machine translation, and 5) expected benefits and
harms for Armenian-English machine translation.
Below is a sample of the questions that I deter-
mined prior to the interviews; a complete list can
be found in Appendix A.

* What is your experience using machine trans-
lation tools? How usable are they for you?

* What is your experience as an Armenian
speaker online?
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* When you translate from English to Arme-
nian, do machine translation tools give you
something that sounds like the way you would
speak?

When you translate from Armenian to English,
do you run into any problems that relate to the
way you speak Armenian?

If machine translation for Armenian (to and
from English) improved, how do you think it
would affect you? How do you imagine other
people (both Armenians and non-Armenians)
would use it?

4.3 Limitations

To contextualize the results in Section 5 and the
Value Scenarios in Section 6, it is important to
acknowledge the limitations of this project.

First, as stated previously, the participant group
forms a non-representative sample of Armenian
speakers. There are only four interviewees, and
they have similar backgrounds: they all live in the
United States, they all speak English as a primary
language, and they are all relatively young. Like-
wise, all of the speakers I interviewed indicated
the same types of uses for machine translation and
largely similar concerns. It is very likely that differ-
ent results would have emerged if I had been able to
interview a more diverse group of Armenian speak-
ers, particularly if I was able to incorporate the per-
spectives of older speakers and those who speak a
language other than English as a primary language.
This is not to say that the needs and concerns identi-
fied below are any less relevant — merely that there
are likely many other needs and concerns that I
was not able to identify. The perspectives in this
paper should not be taken as representative of all
Armenian speakers.

Second, as stated in Section 2, the Value Scenar-
ios approach cannot uncover every possible con-
sequence of a proposed technology, since many
harms are emergent. The harms described in this
paper do not constitute the totality of potential nega-
tive impacts for low-resourced machine translation.

5 Results

Below is an overview of significant themes that
emerged from my stakeholder interviews.



5.1 State of Current Machine Translation
Tools for Armenian

In general, respondents said that they mostly used
translation tools to look up words or short phrases.
The most common usages respondents reported
was to help them remember words that they already
knew or to find words specific to Standard Eastern
Armenian. One respondent said that she occasion-
ally used machine translation to look up specific
terms she knew in English but not Armenian in or-
der to facilitate communication with family mem-
bers who do not speak English well.

All interviewees were familiar with Google
Translate’, which has several features that they
found useful. One such feature is transliterated
output, which makes interpretation easier for inter-
viewees who are unable to read Armenian or less
practiced. Audio output was similarly useful. Re-
spondents reported that they were usually able to
find the English translation of an Armenian word
they were not able to spell correctly, which was
helpful.

On the other hand, every respondent reported a
lack of trust in Google Translate’s accuracy, with
multiple respondents reporting that they usually
verified the output with another Armenian speaker
before incorporating it into their own speech. Addi-
tionally, all respondents noted that the output from
Google Translate had a markedly Standard East-
ern Armenian style, including the exclusive use of
Reformed Orthography. As a result, only the re-
spondent who speaks Standard Eastern Armenian
reported that she was able to consistently get output
from Google Translate that matches the way she
speaks.

Most of the participants were also familiar with
Nayiri Armenian Dictionary?, which is an online
resource that supports Western Armenian (in Clas-
sical Orthography) and Eastern Armenian (in Re-
formed Orthography). Nayiri, which is maintained
by a small team of Armenian software engineers
and linguists, incorporates a database of digitized
Armenian dictionaries into its search. Respondents
who used Nayiri reported that they trusted its output
far more than they trusted that of Google Translate,
but that Nayiri was more challenging to use: the
site is less user-friendly, there is less forgiveness
for misspellings, and Nayiri only supports single-
word look-ups rather than phrase or sentence trans-

*translate.google.com
*nayiri.com
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lations.

The respondent who reported the least amount
of resources for her variety was the Barskahye
speaker, who reported that she was unable to find
any translation tool that outputs results in Eastern
Armenian using Classical Orthography.

Respondents reported that neither tool was use-
ful for translating full sentences or paragraphs in
either direction. When respondents have tried to
translate longer utterances on Google Translate,
output was generally jumbled or nonsensical.

5.2 Desires for and Anticipated Benefits of
Improved Machine Translation

The speakers I interviewed were enthusiastic about
the prospect of improved machine translation tools,
and each of them was able to identify both per-
sonal and communal benefits. Beyond a general
improvement in translation quality, interviewees
most strongly desired 1) expanded support for va-
rieties other than Standard Eastern Armenian, and
2) output in Reformed Orthography, Classical Or-
thography, and in Roman characters.

There was a wide variety of potential uses that
the interviewees identified for improved machine
translation tools:

* Language learning. All of the stakeholders
I interviewed said that they would hope to
utilize improved machine translation tools to
expand their own knowledge of the Armenian
language, specifically to improve their vocab-
ulary (in their own and other varieties) and to
strengthen their literacy.

Transmitting urgent information. Two stake-
holders identified machine translation as a
tool to help Armenians in the diaspora more
rapidly understand urgent news coming out of
Armenia and Artsakh. This is a particularly
pressing need in the wake of the 2020 war
between Artsakh and Azerbaijan.

Connecting to other Armenians. Related to
the above points, interviewees stated that they
would use improved machine translation tools
to better communicate with other Armenians,
both those that speak their variety and those
that speak other varieties. In particular, one
interviewee spoke of the potential to use such
tools to build bridges between diaspora com-
munities and Armenia and Artsakh.
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www.nayiri.com

* Connecting outsiders to Armenia. One in-
terviewee suggested that improved machine
translation would bolster tourism prospects
for Armenia, while another suggested that it
would allow outsiders easier access to infor-
mation and history that has thus far only been
available in Armenian.

5.3 Concerns about harassment and
disinformation

All respondents described seeing frequent online
harassment against Armenians, generally from
Turkish and Azerbaijani ultra-nationalists. Accord-
ing to respondents, there has been a substantial
increase in harassment since the beginning of the
2020 war between Artsakh and Azerbaijan.

Two respondents reported receiving harassment
on social media themselves, and all respondents
reported seeing other Armenians be harassed. This
harassment generally comes in the form of spam,
specifically the use of particular emojis (e.g. Azer-
baijani and Turkish flags, skulls, coffins, pigs,
wolves, and knives) and inflammatory or disturb-
ing hashtags. Other forms of harassment include
1) comments advocating violence against Armeni-
ans, denying the Armenian Genocide, celebrating
the Armenian Genocide, and claiming Azerbaijani
ownership of Armenian cultural monuments; 2)
hateful or disturbing memes; and 3) videos of Azer-
baijani soldiers desecrating Armenian churches and
cemeteries, flying Azerbaijani flags over Armenian
buildings and monuments, destroying Armenian
homes and property, and in the worst cases, tortur-
ing and murdering Armenian soldiers and civilians.

All respondents stated that their relationship with
social media changed in the wake of the war, with
anti-Armenian harassment being one factor that in-
fluenced this change. When I asked respondents
what negative impacts they could imagine from the
deployment of an effective machine translation tool
for Armenian, three of the four respondents inde-
pendently brought up the potential for production
of hateful content. These respondents expressed
concerns that malicious actors could use improved
machine translation to further their harassment of
Armenians, either by using it to better understand
posts written in Armenian and attacking creators
of those posts, or to translate hateful messages into
Armenian (which would potentially be more dis-
turbing than hateful messages written in English).

Additionally, interviewees were concerned about
the possibility of machine translation tools being
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used for disinformation campaigns and propaganda
from Azerbaijani military forces.

5.4 Concerns about standardization

When presented with the possibility of machine
translation tools being improved only for Standard
Eastern Armenian and not for other varieties, three
of the four interviewees expressed concern that this
move would negatively impact speakers of Western
Armenian and non-standard varieties of Eastern Ar-
menian. Specifically, interviewees were concerned
that the hegemony of Standard Eastern Armenian
online, amplified by machine translation tools that
exclusively produce output in Standard Eastern Ar-
menian, would contribute to the common belief
that Eastern Armenian written in Reformed Or-
thography is the most "correct” or "pure” form of
Armenian.

6 Value Scenarios

In this section, I present two value scenarios
that I have constructed based on the above find-
ings. These value scenarios are intended to il-
lustrate potential unwanted consequences of im-
proving machine translation for low-resourced lan-
guages. They are not meant to be predictions of real
events; rather, they are deliberately dark imagin-
ings of the impacts that new technology could have
(Nathan et al., 2007). The purpose of creating these
value scenarios is to uncover considerations that
may need to be made before developing improve-
ments to machine translation for low-resourced lan-
guages.

While the two scenarios below are presented as
separate outcomes, it should be noted they could oc-
cur simultaneously. The distinction between them
is merely for the purpose of more easily illustrating
different possible consequences.

6.1 Value Scenario 1

Thanks to advances in unsupervised neural ma-
chine translation, there have been large improve-
ments in translation between English and languages
with relatively large monolingual corpora; Standard
Eastern Armenian is one such language. Due to
these developments, machine translation in Stan-
dard Eastern Armenian on platforms like Google
Translate is much more reliable than it used to be.

For people looking to learn Standard Eastern Ar-
menian either to connect with their family or to
visit Armenia on vacation, these applications are



very useful. However, speakers of minoritized va-
rieties of Armenian receive none of these benefits.
On top of that, machine translation for Armenian
is now regarded as a solved task, so there is lit-
tle motivation for expanding machine translation
capabilities for other varieties.

Many more websites and platforms are able to
support Armenian text and Armenian users, but
it assumed that all of these users are willing and
able to communicate in Standard Eastern Armenian
written in Reformed Orthography. This contributes
to the perception that Standard Eastern Armenian is
the only legitimate form of Armenian, leading other
speakers to feel alienated from their communities.
Speakers of Western Armenian and non-standard
varieties of Eastern Armenian alter their speech to
fit in, or they avoid speaking Armenian at all when
other languages are available. Artsakhi refugees
of the 2020 war are ridiculed for their speech in
their new homes in Armenia; many of them face
additional burdens at school or work because their
speech is seen as unintelligent.

Over time, other varieties’ speaker populations
decline, and the linguistic diversity of Armenian
speakers around the world is replaced with homo-
geneity. Along with these varieties, numerous ar-
tifacts of minoritized Armenian cultures become
less accessible and, in some cases, are lost. This
is particularly painful for Western Armenian com-
munities, for whom language was one of the most
significant cultural resources that persisted in the
wake of the Armenian Genocide.

Analysis In this scenario, improvements to ma-
chine translation only for the most high-resourced
variety of Armenian exacerbate existing biases
against speakers of lower-resourced varieties. The
implicit standardization of one variety leads to fur-
ther marginalization of the others, which has social
and cultural consequences, including the erasure of
distinct minoritized cultures.

6.2 Value Scenario 2

After substantial time and effort, improvements
to machine translation tools are rolled out for a
number of low-resourced languages, including Ar-
menian. These improvements increase the accu-
racy of translation between English and Armenian
to a level that is currently only seen among the
most high-resourced language pairs. These im-
provements give Armenians in the diaspora better
tools for developing their language skills, which al-
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lows some users to communicate more freely with
their families and friends and connect with commu-
nities in Armenia and Artsakh.

On the other hand, Armenians are facing an ex-
treme increase in online harassment. Turkish and
Azerbaijani ultra-nationalists, seizing upon capabil-
ities of newly released machine translation systems,
gleefully descend into Armenians’ DMs, retweets,
and comments with translated messages express-
ing their hatred of Armenian people. Unlike the
harassment that Armenians had been receiving pre-
viously, this time the comments are lengthier, more
descriptive, and more disturbing — and they’re in
Armenian. While these comments are not trans-
lated perfectly, their meaning and intent is clear
enough; the fact that they appear in the users’ own
language only adds more pain to the experience.

Because major social media platforms have yet
to implement content moderation policies for con-
tent written in Armenian, the platforms are unable
or unwilling to address this influx of harassment.
Armenian users are able to delete messages con-
taining harassment and block the senders’ accounts,
but this does not prevent trolls from making new
accounts and sending more messages. For many
Armenians on social media, this becomes an ex-
hausting part of their daily routine. With all this
effort expended, they still have to see the disturbing
messages.

To escape harassment, many Armenian users,
particularly those with large followings, leave so-
cial media for good. They are unable to use plat-
forms like Twitter, Instagram, or Facebook to con-
nect with friends and family or to engage with their
communities. It becomes more challenging for Ar-
menians to find job opportunities that are advertised
on social media or to establish professional online
profiles. Armenian artists and small business own-
ers have to weigh the prospect of harassment if they
maintain public profiles against losses in income if
they don’t.

The number of Armenian voices online gradu-
ally diminishes; in their absence, disinformation,
anti-Armenian propaganda, and genocide denial
flourishes.

Analysis It is crucial to account for the ways that
machine translation interacts with existing technol-
ogy, particularly on social media. Many Armenians
already have to contend with harassment on social
media, which affects their ability to engage with
these platforms (as detailed in Section 5.3). If a new



machine translation tool is deployed without taking
these circumstances into account, there could be
dire consequences.

Improved machine translation can allow for a
sudden proliferation of text in a low-resourced lan-
guage like Armenian online, potentially from bad
actors. To prevent unwanted harms, it is neces-
sary for social media platforms to take proactive
steps to support these language communities. In
the above scenario, that means creating more robust
content moderation policies and the infrastructure
needed to enforce these policies. Depending on
community-specific vulnerabilities, there are likely
other possible harms that would need to be miti-
gated using other strategies.

7 Recommendations

The potential benefits of improved machine trans-
lation for low-resourced languages are enormous.
The stakeholders I interviewed all named specific
uses they would have for better translation tools,
ranging from improving their literacy skills to
strengthening their connections to their families
and communities. The potential harms are enor-
mous as well, as the above scenarios illustrate. Dif-
ferent speaker communities will have other uses for
and concerns about machine translation (Paullada,
2020). Ensuring that improved machine transla-
tion tools maximize the benefits and mitigate the
harms requires the NLP community to take explicit
steps to collaborate with and support low-resourced
language communities.

First, it is necessary to examine the particular
wants and needs that language communities have
during the planning stage of a project. This pa-
per demonstrates the efficacy of a Value-Sensitive
Design approach in surfacing a particular commu-
nity’s needs and anticipating potential harms be-
fore technology is built. The interviews described
in Section 5 and the resulting Value Scenarios il-
luminate concerns that otherwise might only be
apparent to Armenian speakers. Similar efforts
can be undertaken with speakers of low-resourced
languages to uncover other community-specific
considerations. Value-Sensitive Design provides
a number of other practical techniques for collab-
orating with stakeholders (Friedman et al., 2017),
which may be useful in future efforts.

Second, we must consider what other facets of
language technology should be developed along-
side improvements to machine translation. The
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deployment of robust machine translation allows
for the generation of large volumes of text in a
low-resourced language, which can have negative
impacts for language communities. These impacts
are likely impossible to prevent without actions
taken by entities outside of NLP; for instance,
preventing the outcome described in Value Sce-
nario 2 requires social media platforms to imple-
ment stronger content moderation policies in low-
resourced languages. NLP researchers can, how-
ever, work to expand the capabilities of other facets
of language technology (in this case, hate speech
detection for Armenian) that can mitigate potential
harms caused by improved machine translation.

Fulfilling these goals requires disaggregating the
task of machine translation; rather than creating
translation tools for many languages at once, each
language should be considered separately. Doing
this would undoubtedly be more resource-intensive
than a language-agnostic approach, but it is a nec-
essary step towards prioritizing the needs of low-
resourced language speakers. The scenarios in
Section 6 illustrate just a couple of the ways that
speakers of low-resourced languages may have
very different circumstances than speakers of high-
resourced languages, both linguistically and geopo-
litically, that need to be taken into account when
machine translation applications are deployed. In
both scenarios, harms fall unduly on groups that
are already marginalized: in the first scenario, mi-
noritized Armenian speakers bear the brunt of these
harms, while in the second, Armenians in general
are impacted negatively. Treating machine transla-
tion as an abstract language-agnostic task, divorced
from the specific needs of distinct groups of users,
obscures harms like these. Worse, it risks exacer-
bating inequitable conditions.

Taking a language-specific, stakeholder-focused
approach does more than prevent potential harms; it
also builds better, more reliable technology. When
researchers assemble datasets for languages they
are not familiar with, they are often unable to verify
the validity of a data source and may not be able to
find an existing high-quality data source (Nekoto
et al., 2020). This is illustrated by the difference
in reliability that interviewees reported for Google
Translate and Nayiri: while Google Translate has
more useful features, Nayiri is more trustworthy be-
cause it is built by a team with deep knowledge of
the language and communities it serves, using care-
fully curated resources that may be inaccessible to



outsiders.

The current paradigm of building NMT sys-
tems that rely on vast quantities of unlabelled data,
whose size prevents careful curation (Bender et al.,
2021; Paullada et al., 2021), makes it difficult to
build systems that can account for language vari-
ation and serve users that speak minoritized va-
rieties. As a result, machine translation systems
cannot produce reliable and useful output for speak-
ers whose varieties do not have substantial bod-
ies of data. Building better and more equitable
systems requires moving away from data-first ap-
proaches and investing in holistic methods that
take into consideration the state of existing lan-
guage technology and external circumstances of
the communities in question, as well as developing
higher-quality data sources (Hanna and Park, 2020;
Paullada et al., 2021). This process does not need to
begin from scratch; as with the example of Nayiri,
low-resourced language communities may already
have ongoing intra-community projects that would
be fruitful sites for investment from and collabora-
tion with NLP practitioners.

8 Ethical Considerations

As described in Section 4.3, the methodology used
in this paper has a number of limitations that affect
how these results may be generalized. Most promi-
nently, the stakeholder group that I interviewed was
small and represented only a small subsection of
the perspectives of Armenian speakers.

Additionally, the group of participants described
in this paper comprises speakers of only one
low-resourced language; speakers of other low-
resourced languages would likely have very differ-
ent needs and concerns. This case study is meant
only to provide examples of the concerns of speak-
ers of a particular low-resourced language. It is
important to avoid generalizing low-resourced lan-
guages and their speakers.

This paper does not cover all of the potential
harms of machine translation; further efforts are
needed to uncover other concerns for individual lan-
guage communities. If only the harms I described
in this paper were taken into consideration in the
development of a machine translation system, it
is certain that other important concerns would be
missed, which could cause substantial harms to
speaker populations.
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9 Conclusion

Using Value Scenarios, this paper illustrates some
potential harms that a general-purpose machine
translation system could have for speakers of a low-
resourced language. Avoiding these harms requires
direct collaboration with stakeholders before the
creation of a machine translation system intended
for low-resourced languages. To do so, machine
translation for low-resourced languages should be
undertaken as a language-specific task.
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A Appendix: Interview Topics and
questions

Below are the questions that I used to guide each
interview, separated by topics. Because the inter-
views were conducted in a semi-structured format,
this list does not include every question I asked
participants.

Topic 1: Use of Armenian Language

* Can you describe how you speak Armenian?
* What variety do you speak?

* How often do you speak it?

* With whom do you speak Armenian?

* How do you use Armenian online?

Topic 2: Experience of Being Armenian Online

* What is your experience as an Armenian
speaker online?

* How do you engage with other Armenians or
Armenian communities online?

* How do you engage with non-Armenians on-
line?

» How difficult is it for you to communicate in
Armenian online?

» Have you ever been the subject of harassment?
If so, can you tell me more about that?

Topic 3: Use of Machine Translation Tools

* What is your experience using machine trans-
lation tools?

* What tools do you use?
* How well does it work for your variety?
* How usable is it for you?

* When you translate from English to Armenian,
does it give you something that sounds like
the way you would speak?

* When you translate from Armenian to English,
do you run into any problems that relate to the
way you speak Armenian?

* What is your understanding of how it works?
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Topic 4: Desired Improvements and Potential
Uses

* What concerns do you have about how ma-
chine translation currently works for Arme-
nian?

* What would have to change about machine
translation for Armenian to make it more use-
ful for you?

 If machine translation for Armenian (to and
from English) improved, how do you think it
would affect you?

* How would it affect people you know?

Topic 5: Anticipating Improvements to
Machine Translation

* How do you imagine other people (both Ar-
menians and non-Armenians) would use an
improved machine translation system?

* What benefits do you anticipate?
* What harms do you anticipate?

* How would it affect you if your data (speech
or text) was used to improve it?

* What if machine translation was substantially
improved for Standard Eastern Armenian, but
not for other varieties? What impact would
this have on you? What are the potential ben-
efits you would expect in this scenario? What
are the potential harms?

* How would it affect you if non-Armenians
were able to understand you when you speak
Armenian? Specifically, how would it affect
you if you were understood by a) your friends,
b) strangers on the internet, or c) trolls?

* Let’s imagine a best-case scenario for im-
proved machine translation. What would that
look like? How do you think people would
use it? How would you use it?

* Let’s imagine a worst-case scenario. What
would that look like? How would that affect
you and people you know?

Topic 6: Miscellaneous

* What other concerns do you have about im-
provements to machine translation for Arme-
nian?

* Is there anything else you’d like to add?



