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Abstract

This work presents two experiments with the
goal of replicating the transferability of de-
pendency parsers and POS taggers trained
on closely related languages within the low-
resource language family Tupian. The experi-
ments include both zero-shot settings as well
as multilingual models. Previous studies have
found that even a comparably small treebank
from a closely related language will improve
sequence labelling considerably in such cases.
Results from both POS tagging and depen-
dency parsing confirm previous evidence that
the closer the phylogenetic relation between
two languages, the better the predictions for
sequence labelling tasks get. In many cases,
the results are improved if multiple languages
from the same family are combined. This sug-
gests that in addition to leveraging similarity
between two related languages, the incorpora-
tion of multiple languages of the same family
might lead to better results in transfer learning
for NLP applications.

1 Introduction

For most of the 7000 languages of the world, no
NLP resources exist (Joshi et al., 2020; Mager
et al., 2018). As a response to this situation, more
and more initiatives emerged in recent years that
work on NLP applications for underrepresented and
low-resource languages (Orife et al., 2020; Nekoto
et al., 2020; Mager et al., 2021). Despite those
advances, access to tools like machine translation
still is hindered by a large language barrier. Most
of those languages do not have large text corpora,
which have been used for the recent advantages in
NLP like the building of large transformer models
(Vaswani et al., 2017). Annotated data and par-
allel corpora thus remain an important but scarce
tool for many of them. Yet, annotating this data
is a challenge itself, and might be aided through
the transfer of models from languages with more
available resources.

1

The idea to leverage existing databases and mod-
els for cross-lingual transfer is not new (Aufrant
etal.,2016; Duong et al., 2015; Lacroix et al., 2016;
Vania et al., 2019; Wang et al., 2019). However,
many studies even in this area remain within the en-
vironment of high-resource languages, and bench-
marks with a typological sample as representative
as possible - common nowadays in linguistic typol-
ogy - are rarely found (Bender, 2009; de Lhoneux,
2019; Ponti et al., 2019). The main goal of this con-
tribution is to replicate previous findings on cross-
lingual transfer in low-resource settings (Meechan-
Maddon and Nivre, 2019) within an underpresented
language family, Tupian.

2 Data and Hypotheses

The data used for this study is taken from the
Tupian Dependency Treebanks project (TuDeT,
Gerardi et al., 2021)!, which is openly available
under a CC-BY-SA-4.0 License and is already
partially present in the Universal Dependencies
database. The author is not part of the team that de-
veloped these treebanks. There are currently seven
languages in the dataset, which belong to different
branches of the Tupian family (Hammarstrom et al.,
2021). Except Tupinambd, which is extinct, the
languages are spoken in Brazilian territory. All lan-
guages but Guajajira have SOV word order, while
the former has VSO. The datasets are summarized
in Table 1. There are some important differences
with respect to the distribution of annotations data.
For example, adjectives are absent for nearly all
languages but Karo, either because they do not have
adjectives and use stative verbs instead like Gua-
jajara (Harrison, 2010), or because of low sample
size. There are some tags, like NUM and INT]J,
which are quite unevenly distributed between the
available treebanks for the respective languages.
As a consequence, this will result in low macro-f1
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Language Code Branch Word order Tokens Utterances Tokens per utterance
Akuntsu aqz Tuparic SOV 408 101 4.04
Guajajdra gub  Tupi-Guarani VSO 3571 497 7.18
Kaapor urb Tupi-Guarani SOV 366 83 4.41
Karo arr Ramarama SOV 2318 674 3.44
Makurdp mpu Tuparic N0)Y 146 31 4.71
Mundurukdi  myu  Mundurukuic SOV 828 124 6.68
Tupinamba tpn Tupi-Guarani N0)Y 2576 353 7.30

Table 1: Treebanks used in the dataset

scores, making accuracy the more relevant measure
for this research question. A detailed description
of the distribution of UPOS-tags in the dataset is
given in Appendix A, the distribution of depen-
dency relations is given in Appendix B.

In this study, I primarily test the utility of cross-
lingual transfer for POS-taggers and dependency
parsers with special attention given to language
phylogeny. Language phylogeny can be seen as
a proxy to typological features, given that closely
related languages usually show many structural
similarities. Previous studies have shown that even
a comparably small treebank from a closely related
language will improve the results of annotation
considerably (Meechan-Maddon and Nivre, 2019).

Recent studies suggest to leverage phylogenetic
proximity in a more efficient way than simply com-
paring languages based on the language family
they belong to (Dehouck and Denis, 2019). Which
model generalizes best over the different treebanks
used in this sample, and what role does language
phylogeny play in this? In this study, ‘closeness’
of two languages is defined based on the proxim-
ity of their phylogenetic clades. This is used as a
proxy to their typological similarity. Especially for
languages which do not have extensive descriptive
material available, such similarities cannot easily
be computed from typological databases. Based
on phylolinguistic inferences about Tupian (Galu-
cio et al., 2015; Gerardi and Reichert, 2021), the
following explicit hypotheses are postulated:

1. Guajajdra and Tupinambd should provide the
best results for the evaluation of Kaapor, given
that all three are part of the Tupi-Guarani
branch of the Tupian language family.

2. Despite belonging to three different branches,
the remaining four languages are quite close
to each other in networks of lexical similarity.
Here, Mundurukau is closer to Akuntsa than

to Makurdp, and Karo is closer to Makurdp
than to Akuntsd. The results should mirror
this relation.

3 Experiments

One of the challenges for NLP applications with
low-resource languages is the lack of language-
specific resources on which embeddings can be
trained on (Mager et al., 2018). Even though there
are useful pipelines which can sometimes be used
to crawl monolingual data from published sources
(Bustamante et al., 2020), those are not always
available or accessible. The embeddings used for
the experiments in this contributions are based on
the jw300-corpus (Agi¢ and Vulié, 2019). This cor-
pus is derived specifically from 343 low-resource
languages and shows greater typological diversity
than most dominating multilingual models. The
embeddings are implemented in flair (Akbik et al.,
2018). They have been fine-tuned for the pooled
set of source languages. Transformer word embed-
dings mBERT (Devlin et al., 2019) and ROBERTA
(Conneau et al., 2020) were also evaluated for the
model, but rarely surpassed 40% accuracy for the
source languages and have thus been discarded
from further experiments for now. This results
further call into question the utility of such large
models for typologically diverse languages, and
strengthens previous findings that even the largest
multilingual transformer models do not show good
results when transferring to typologically differ-
ent languages (Ahmad et al., 2019; Lauscher et al.,
2020; Pires et al., 2019). However, the exact rea-
sons for their failure in this experiment are not
entirely clear and need further research with more
typologically diverse low-resource languages.

The experiments will be done for both POS tag-
ging and dependency parsing and include a zero-
shot setting. Also, models trained on individual
source languages will be compared against models



trained on multiple datasets, with the evaluation
set being the remaining treebanks of the dataset.
Given the small amoung of training data and the
models chosen, all model runs combined did not
need more than three hours on CPU. The evalua-
tion was done within the provided utilities by flair
and SuPaR, respectively. All code is available on
OSF.?

3.1 POS-tagging

For all experiments, the datasets have been sep-
arated into source (Guajajara, Karo, Tupinamba)
and target languages (Akuntsu, Kaapor, Makuréap,
Munduruki). The split has been made according to
the availability of data, and all treebanks with over
2000 annotated tokens have been used as source
language. The main reason for this is to assure that
the training sets have sufficient data for training
and evaluating the models. Every treebank in the
source set was further split into training, test and
dev data (80/10/10). Given the scarcity of the data,
all models were trained including the dev-set. The
model itself a BILSTM-CRF sequence tagger im-
plemented using the flair-framework (Akbik et al.,
2019, Version 0.10),> trained with a hidden size of
512. The following models were run:

1. training on the combined source set (tupi3)

2. training on the individual source languages
Guajajdra (gub), Karo (arr) and Tupinambé
(tpn)

3. fine-tuning the tupi3 model for each Akuntsu
(tupi3-aqz) and Munduruki (tupi3+myu) on
50% of of the respective data, with the remain-
ing part of the data used as evaluation

4. using a model pre-trained for 12 European UD
languages, implemented in flair (Akbik et al.,
2018).* This model was trained on treebanks
from Czech, Danish, Dutch, English, Finnish,
French, German, Italian, Norwegian, Polish,
Spanish, and Swedish

The pre-trained model for European languages
was used in order to provide a baseline of transfer-
ability of models based on unrelated, high-resource
languages. All models were evaluated on each tar-
get language. Each model was run five times, and

Zhttps://doi.org/10.17605/0OSF.I0/ZHDMP
3https://github.com/flairNLP/flair, MIT License
“https://huggingface.co/flair/upos-multi

the average results are presented in Table 2. In
case of the fine-tuning experiment, training accu-
racy describes the result on the test set, while the
language-specific column gives the result for the
overall treebank. The evaluation column is a sum-
mary over the evaluation set, without considering
the source language. The best result for each of the
languages in the evaluation set is boldfaced.

Unsurprisingly, the experiment conditions with
fine-tuning for a specific language show the best
results for the respective language. In both cases,
the results for the other language were also im-
proved, confirming the hypothesis that the results of
Akuntsu and Munduruki should be closely related.
This could motivate training a model on Akuntsu
and Mundurukd combined. The close relationship
between Akuntsu and Makurdp, on the other hand,
does not seem to lead to better results. The best
predictions for Makurdp are instead based on the
model trained for Karo, a relationship that was pre-
dicted by the second hypothesis, even though only
as the second strongest effect. Despite those re-
sults, it should be considered that Makurdp has by
far the smallest treebank available with only 146
annotated tokens, so no final evaluations should be
made. This also reflects in the low overall accuracy
in all settings for Makurdp, never surpassing 40%.

3.2 Dependency parsing

The experiment settings were mostly identical for
the dependency parsing experiment. The main
difference is that no pre-trained model for Euro-
pean languages is available for the dependency
parser that was used for the experiments. For the
same reason, no fine-tuning for the tupi3 setting
is implemented so far. Instead, a single model for
Mundurukd was added for further evaluation of
Hypothesis 2. As model architecture, an imple-
mentation of the deep biaffine dependency parser
(Dozat and Manning, 2017) from SuPar (Version
1.01) was used (Zhang et al., 2020).> The results
are shown in Table 3. In case the language was the
source language, the evaluation score only reflects
the evaluation of the test split. This is the case for
the tupi3 setting as well as the individual languages.
All other languages in each row were evaluated
against the entire dataset. As the main evaluation
criteria, Labelled Attachment Scores (LAS) were
chosen.

Shttps://github.com/yzhangcs/parser, MIT License



Model TrainAcc TrainF1 | EvalAcc EvalFl | agz mpu myu urb
arr 0.84 0.68 0.30 0.10 | 0.35 036 0.30 0.24
gub 0.91 0.76 0.44 0.19 | 045 029 048 041
tpn 0.87 0.81 0.42 0.17 | 043 025 049 0.34
tupi3 0.86 0.64 0.46 0.20 | 049 035 047 042
tupi3+aqz 0.56 0.31 0.48 0.19 | 0.52 032 0.51 040
tupi3+myu 0.55 0.22 0.48 0.19 | 0.51 034 053 0.39
multi 0.33 0.13 | 0.38 0.23 036 0.23

Table 2: Average training and evaluation accuracy and F1-scores over five runs of the POS tagging experiment

Model aqz arr gub | mpu | myu tpn urb
arr 0.00 | 64.10 | 0.00 | 25.00 | 0.00 | 0.00 | 0.00
gub 12.90 | 14.50 | 73.30 | 9.00 | 8.90 | 10.30 | 14.20
myu 19.09 | 1498 | 10.65 | 7.64 | 65.28 | 7.85 | 13.89
tpn 13.30 | 0.00 | 20.90 | 14.30 | 0.00 | 46.40 | 15.80
tupi3 9.50 | 62.60 | 72.70 | 11.80 | 8.90 | 42.90 | 21.80

Table 3: Labelled Attachment Scores (LAS) of the dependency parsing experiment

4 Discussion

4.1 Discussing the POS tagging experiment

Against Hypothesis 1, the best result for Kaapor is
not achieved by Guajajara or Tupinamb4, but by the
combined model trained on the pooled treebanks.
However, the model of Guajajara is only 0.01%
behind the pooled model and should be considerd
equal, as it is well within the standard deviation of
the average result (upos 0.02, gub 0.01). It should
also not be forgotten that two of the three languages
in the pooled set, including Guajajara itself, are
part of the Tupi-Guarani branch, which can be rea-
sonably postulated as part of the reason that tupi3
scores so high. Instead of a single language of that
branch, it might just be the combination of two
languages from the same branch that shows such
strong results.

This leads to another result that should be high-
lighted, namely the overall usefulness of the multi-
lingual Tupian model. While the European multi-
lingual model had, perhaps expectedly without any
fine-tuning, low results for most evaluations, the
Tupian model was competitive in most settings. For
both Makurdp and Kaapor it was basically equal
with the best individual model, for Akuntsu it was
second best behind the fine-tuned models, and even
for Munduruka it showed good results, even though
it showed weaker predictions in this case. While
previous studies suggested that at least 200 anno-
tated utterances are sufficient to improve the results
of a multilingual model considerably (Meechan-

Maddon and Nivre, 2019), the results in this con-
tribution suggest that as few as 50 or 60 training
utterances could already provide a considerable im-
provement of the evaluation scores. These are only
approximate numbers, and definitely need more
experiments with other datasets in order to be con-
firmed.

All in all, the POS tagging experiment shows
that language phylogeny is a strong, but not a deter-
ministic predictor for the transferability of models.
Given the low amount of training data for the mod-
els even in the combined tupi3 setting, the zero-shot
transfer results are better than perhaps expected.

4.2 Discussing the Dependency Parsing
experiment

Overall, the transfer LAS are much lower than the
accuracy in the previous experiment. Given the
complexity of dependency parsing compared to
POS tagging, this is hardly surprising. This is also
true for the training scores, never surpassing 75%.
With regard to Hypothesis 1, we see again that both
Guajajara and Tupinamba show better results for
Kaapor than Karo and Mundurukd. The model
hugely improves in the tupi3 setting, indicating
again that both larger training treebanks and com-
bining different closely related languages might
show considerable effects to the evaluation of a
new language. This has already been the case for
the POS tagging, and will result in an additional
experiment in the next phase of this study.
Hypothesis 2 is also largely confirmed. Karo



was hypothesized to achieve the best results for
the evaluation of Makurdp, and this predictions
is met strongly, with a LAS difference over 10%.
As Munduruku outperforms the other languages
in the evaluation of Akuntsu, the second part of
the hypothesis is also confirmed. The results for
Munduruku itself further show that even with a
small treebank of only ~ 100 utterances, good pre-
dictions can be achieved.

At the current state of this paper, an important
gap is the missing detailed error analysis. One
important source of errors for the models is the un-
even distribution of dependency relations between
the treebanks, as shown in Table 5. Partially due
to the low amount of data and due to language-
specific differences, some tags are distributed un-
evenly among languages, or are not present at all
in some of them. However, even when accounting
for this differences, the exact factors that determine
failure and success of the transfer remain not fully
explained. For example, whether the overall suc-
cess of the combined model of various languages
(tupi3) is due to the higher amount of training data,
or whether there are other factors involved when
combining data from multiple languages that could
be leveraged for the development of NLP appli-
cations for low-resource languages, cannot be an-
swered by this contribution.

5 Conclusion

This study further confirms previous findings that
cross-lingual transfer of dependency parsers and
POS taggers is a viable option in low-resource
settings if a closely related language is available
(Vania et al., 2019; Meechan-Maddon and Nivre,
2019). This extends previous evidence for phylo-
genetically informed transfer from Indo-European
and Uralic (Dehouck and Denis, 2019) to Tupian.
Further experiments on other language families
should be conducted in order to confirm the exact
features that make successful transfer possible.
Further, this study provided further evidence for
extending the phylolinguistically informed com-
bination of source languages. In all experiment
settings of this study, the pooled source language
set had very good results, and a targeted combi-
nation will likely further improve the results. Fur-
ther follow-up experiments will consist of targeted
combinations of annotated data from different lan-
guages, including an incorporation of typological
features and delexicalized transfer. In preliminary

experiments, CRF2o dependency parsing (Zhang
et al., 2020) showed promising results for trans-
fer results as well. Especially in the dependency
parsing experiment the transfer scores were quite
low, and further improving the training data as well
as comparing different models should be a viable
solution for this challenge.
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A POS-tags used in the dataset

UPOS Akuntsu  Guajajara Kaapor Karo Mundurukd  Tupinambd

1 ADJ 2 3 103 5
2 ADP 29 79 25 36 126 73
3 ADV 32 68 101 42 29 76
4 AUX 7 9 16 75 12 4
5 DET 49 24 8 5 20
6 INTJ 5 3 2 8
7 NOUN 429 250 240 244 408 338
8 NUM 15 1 2 2 4
9 PART 39 132 101 129 25 42
10 PRON 78 32 172 129 59 48
11 PROPN 42 41 55 5 4 34
12 PUNCT 88 176 16 1 115 209
13 VERB 184 181 246 222 179 140
14 CCONIJ 2 11 2 1
15 SCONJ 2 5 10 23 1
16 X 2 4 1

Table 4: POS tags per 1.000 Tokens used in TuDeT




Dependency relations used in the dataset

deprel Akuntsu  Guajajara Kaapor Karo Makurdgp Mundurukd Tupinambd
1 advmod 39 65 101 80 137 25 62
2 amod 5 25 29 6 1
3 appos 15 6 2 10 24
4 aux 2 9 16 57 14 8 4
5 case 34 56 19 36 27 121 62
6 ccomp 2 16 5 3 4 5
7 conj 15 8 5 3 21 12 30
8 dep 17 11 29 116 25 24
9 discourse 39 139 87 26 89 14 42
10 dislocated 2 1
11 iobj 2 14 14 1
12 nmod 135 52 63 60 48 63 94
13 nsubj 150 91 202 127 62 95 45
14  nummod 12 0 2 1 4
15 obj 91 55 156 65 82 54 42
16 obl 59 113 22 31 27 175 99
17 parataxis 44 5 3 96 34 32
18 punct 88 176 16 1 14 115 209
19  root 248 139 227 291 212 150 137
20 advcl 16 8 1 14 41 54
21 compound 1 5 19 1
22 det 18 3 3 4 3
23  flat 1 1
24 list 2
25 mark 7 5 47 28 0
26 orphan 1
27 cc 11 21 1 2
28 csubj 5
29 xcomp 3 8 21 1 7
30 acl 2 4
31 clf 66 10
32 cop 9 1
33 goeswith 1
34 obl:obj 3
35 obl:subj 5
36 vocative 1

Table 5: Dependency relations per 1.000 tokens used in TuDeT




