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Abstract

When tasked with supporting multiple lan-
guages for a given problem, two approaches
have arisen: training a model for each language
with the annotation budget divided equally
among them, and training on a high-resource
language followed by zero-shot transfer to the
remaining languages. In this work, we show
that the strategy of joint learning across multi-
ple languages using a single model performs
substantially better than the aforementioned al-
ternatives. We also demonstrate that active
learning provides additional, complementary
benefits. We show that this simple approach
enables the model to be data efficient by allow-
ing it to arbitrate its annotation budget to query
languages it is less certain on. We illustrate
the effectiveness of our proposed method on a
diverse set of tasks: a classification task with
4 languages, a sequence tagging task with 4
languages and a dependency parsing task with
5 languages. Our proposed method, whilst sim-
ple, substantially outperforms the other viable
alternatives for building a model in a multilin-
gual setting under constrained budgets.

1 Introduction

While neural networks have become the de-facto
method of tackling NLP tasks, they often require
a lot of annotated data to do so. This task of data
annotation is especially challenging while build-
ing systems aimed at serving numerous languages.
Motivated by this, in this paper, we tackle the fol-
lowing problem:

Given the requirement of building systems for
an NLP task in a multilingual setting with a fixed
annotation budget, how can we efficiently acquire
annotations to perform the task well across multi-
ple languages?

The traditional approach to this problem has
been building a separate model to serve each lan-
guage. In this scenario, the annotation budget
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is split equally for all languages, and a model
is trained for each one separately. Recently, an-
other direction that has gained popularity has been
leveraging multilingual pre-trained language mod-
els (MPLMs) which inherently map multiple lan-
guages to a common embedding space (Devlin
et al., 2019; Conneau et al., 2020). The popular
method for leveraging these models has been lever-
aging their zero-shot transfer ability: training on
an English-only corpus for the task, and then using
the models zero-shot for the other languages.

Another orthogonal line of work aimed at build-
ing models under a constrained budget has been
active learning (AL) (Shen et al., 2018; Ein-Dor
et al., 2020). While this has shown to improve
annotation efficiency, the predominant approach
has been to train one model per language, using
the (language specific) model for AL (Shen et al.,
2018; Erdmann et al., 2019).

In this work, we show that a single MPLM
trained on all languages simultaneously performs
much better than training independent models for
specific languages for a fixed total annotation bud-
get. Further, while the benefits of using AL in con-
junction with MPLMs has been studied for a mono-
lingual setup (Ein-Dor et al., 2020), we show that
AL also yields benefits in the multilingual setup.
Concretely, we show that an AL acquisition on
a single language helps improve zero-shot perfor-
mance on all other languages, regardless of the
language of the seed data. Furthermore, we show
that AL also yields benefits for our proposed single
model scenario. We demonstrate that our results
are consistent on 3 different tasks across multiple
languages: classification, sequence tagging and
dependency parsing. Our approach removes the
requirement of maintaining n different models, and
uses 1{nth the parameters than when independent
models are trained. Our analysis reveals that the
model arbitrates between different languages based
on its performance to form a multilingual curricu-
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lum.
We release our code at https://github.

com/codedecde/SMAL.

2 Related Work

Effective utilization of annotation budgets has been
the area of focus for numerous active learning
works, showing improvements for different tasks
like POS tagging (Ringger et al., 2007), sentiment
analysis (Karlos et al., 2012; Li et al., 2013; Brew
et al., 2010; Ju and Li, 2012), syntactic parsing
(Duong et al., 2018), and named entity recognition
(Settles and Craven, 2008; Shen et al., 2018). The
focus of most of these works, however, has been
on learning for a single language (often English).
Prior work on AL that uses a multilingual setup
or cross-lingual information sharing and that goes
beyond training a separate model for each language
has thus been limited. The closest work where mul-
tiple languages influence each other’s acquisition is
that of Qian et al. (2014); however, they still train
a separate model for each language.

For transfer to multiple languages, recent ad-
vances in building MPLMs (Devlin et al., 2019;
Conneau et al., 2020; Liu et al., 2020; Xue et al.,
2020) have been extremely effective, especially in
zero-shot transfer (Pires et al., 2019; Liu et al.,
2020). Ein-Dor et al. (2020) studied the data-
effectiveness of these models when used in con-
junction with AL, but, as with other AL work, with
a single language focus. Finally, Lauscher et al.
(2020) studied the effectiveness of the zero-shot
setup, showing that adding a few examples to a
model trained on English improves performance
over zero-shot transfer. However, this assumes the
availability of a full English task-specific corpus.

3 Methodology

3.1 Task Specific Models

We use the multilingual-BERT-cased model
(mBERT) as the base model for all the tasks. We
use the standard training methodology for the tasks:
For classification, we use a single layer over the
[CLS] embedding. For sequence tagging, we use
a single layer for each word to predict its tag. For
dependency parsing, we follow Kondratyuk and
Straka (2019) and use mBERT embeddings with
the graph-based bi-affine attention parser (Dozat
and Manning, 2017); refer Appendix A for details.

3.2 Budget Allocation Settings

To understand data acquisition in a multilingual
setting, we consider multilingual datasets in the
3 tasks. For each task t, let L be the set of lan-
guages (n “ |L|). We then define st to be the seed
size, bt to be the total annotation budget and vt to
be total number of annotated validation examples
available to t. We compare our proposed Single
Model Acquisition (SMA) setup to two baseline
settings– Monolingual Acquisition (MonoA) and
Multi Model Acquisition (MMA):

MonoA In this setting, the seed data as well as
the validation data (st, vt) is acquired from a single
language. Further, the entire annotation budget (bt)
is assigned to the same language. We evaluate the
test data performance on that language and on the
other n ´ 1 languages in a zero-shot setting.

MMA For this setting, we train n individual mod-
els, one for each language. Each model starts with
a seed of st{n, a validation set of vt{n, and is as-
signed an acquisition budget of bt{n. At test time,
we evaluate the performance of the model on the
language it was trained with.

SMA For this setting, we consider a single model
for which both training and acquisition is done on
all n languages simultaneously. The seed data and
the validation set comprises of a random subset
drawn from data corresponding to all languages.
The whole of st, bt and vt are thus assigned to this
single model. We compute the performance on the
test data of each of the languages.

3.3 Active Learning Acquisition Strategies

The field of active AL tends not to reveal explicit
winners—though there is a general consensus that
AL does indeed outperform passive learning (Set-
tles, 2009). Thus, we adopt the simplest confidence
based strategies to demonstrate their efficacy for
each task : Least Confidence (LC) for classification,
Maximum Normalized Log Probability (MNLP)
(Shen et al., 2018) for sequence tagging, and nor-
malized log probability of decoded tree (NLPDT)
(Li et al., 2016) for dependency parsing

Maximum Normalized Log Probability (MNLP)
This strategy chooses instances for which the log
probability of the model prediction, normalized by
sequence length, is the lowest. This AL strategy
has been shown to be extremely effective for NER
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(Shen et al., 2018) and hence we adopt it in our
setting.

Least Confidence (LC) This strategy chooses
those instances for which the model confidence cor-
responding to the predicted class is the least. This
acquisition strategy has been commonly applied in
classification tasks, and although simple, has been
consistently shown to often perform extremely well
(Settles, 2009); consequently, we adopt it in our
setting.

Normalized Log Probability of the Decoded
Tree (NLPDT) This strategy selects the instances
with the minimum log probability of the de-
coded tree generated d˚ as generated by the Chu-
Liu/Edmonds algorithm (refer A for additional de-
tails). Following (Li et al., 2016), we also normal-
ize this score by the number of tokens N 1.

To the best of our knowledge, this is the first
work to explore an AL-augmented single model for
multiple languages.

4 Experiments

4.1 Dataset Details

Classification We consider Sentiment Analysis,
using the Amazon Reviews dataset (Prettenhofer
and Stein, 2010). The dataset consists of reviews
and their binary sentiments for 4 languages: En-
glish (en), French (fr), Japanese (ja), German (de).

Sequence Tagging We choose Named Entity
Recognition, and use the CoNLL02/03 datasets
(Sang, 2002; Tjong Kim Sang and De Meulder,
2003) with 4 languages: English (en), Spanish (es),
German (de) and Dutch (nl), and 4 named entities:
Location, Person, Organization and Miscellaneous.

Dependency Parsing We use a subset of tree-
banks with 5 languages (English (en), Spanish (es),
German (de), Dutch (nl), Japanese (ja)) from the
full Universal Dependencies v2.3 corpus (Nivre
et al., 2018); a total of 11 treebanks.

4.2 Experimental Settings

For each experiment, we run 4 training rounds: one
training on initial seed data, followed by 3 acqui-
sition rounds. We set st“bt“vt in all cases. For

1We also tried normalizing by N2, as well as a globally
normalized probability of d˚ (probability of the tree over all
possible valid trees, with the partition function computed using
the Matrix Tree Theorem (Koo et al., 2007; Smith and Smith,
2007)), but found both to perform worse.

classification, we set st=300 sentences. For NER
and Dependency Parsing, we use st“„10k and
st“„17.5k tokens respectively (refer Appendix
B). We report accuracy for classification, F1-Score
for the NER, and unlabeled and labeled attachment
scores (UAS and LAS) for dependency parsing.

For each task, we run the 3 settings (§3.2) across
multiple languages. For each setting, we also train
an AL model with a task-specific acquisition func-
tion (§3.3). In addition, we train both the SMA and
MMA with all available data, i.e., we use all data
to train one model for all languages and one model
per language respectively. We report an average of
5 runs for each experiment. Refer Appendix C for
hyperparameters and training details.

5 Results and Analysis

Model Performance Figure 1 shows the perfor-
mance of NER on Spanish (refer Appendix G for
the plots of all other languages and tasks). Al-
though acquiring data independently per language
(MMA) performs well, SMA outperforms MMA.
Unsurprisingly, MonoA with es performs the best
in the category, since it allocates its entire budget
to acquiring es data; it thus forms an upper-bound
of the model performance. However, SMA out-
performs MonoA when its seed language and in-
ference language differ. Finally, AL consistently
provides gains over random acquisition.

To analyze the performance across all languages,
we present the performance for each round of ac-
quisition, aggregated across all languages for Clas-
sification (Figure 2) (refer Appendix G for De-
pendency Parsing and NER plots). Here, SMA
consistently outperforms MMA for every round of
acquisition because MMA suffers from a poorly
utilized budget, potentially wasting annotation bud-
get on languages where the task is easier. In con-
trast, SMA improves budget utilization while also
benefiting from cross-lingual information. Finally,
SMA, by virtue of performing well irrespective of
language, consistently outperforms MonoA.

For a concise overview, we present the aggregate
metrics across all rounds for each task in Table 1.
We observe that SMA does much better compared
to its counterparts; both with and without AL. We
also observe these models to be extremely data ef-
ficient: with AL, a model with access to less than
5% of the data achieves a (relative) performance
of around 88% accuracy (for classification), 95.5%
F1-score (for NER) and 93.5% LAS (for depen-
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MMA
SMA
MonoA[en]
MonoA[es]
MonoA[nl]
MonoA[de]

Acquisition
Random
MNLP

Upper Bounds
MM[100%]
SM[100%]

Figure 1: Performance across different rounds for
one task (NER) and one language (es). Note that
SMA ˘ AL out-performs MMA ˘ AL. It also out-
performs all MonoA baselines except MonoA[es],
which is the language specific upper bound. Here
MNLP is the AL method adopted for NER.

seed round1 round2 round3
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Method
MMA
SMA
MonoA[en]
MonoA[fr]
MonoA[ja]
MonoA[de]

Acquisition
Random
LC

Upper Bounds
MM[100%]
SM[100%]

Figure 2: Performance aggregated across all lan-
guages for one task (classification) at every round
of acquisition. As can be seen, SMA ˘ AL outper-
forms all other baselines. Note that SMA and MMA
both out-perform MonoA. This is because MonoA
does not perform as well when the language is dif-
ferent than that for which data was acquired. Here,
LC is the AL method adopted for classification.

dency parsing) when compared to a model trained
with all available data (see Table 2 for full data
performance). Further, along with its superior per-
formance, SMA also affords substantial parameter
savings: requiring only a single model, compared
to a number of models linear in n (thereby using
1

nth parameters compared to MMA).

Dataset Metric AL MMA SMA

NER Span-F1
(-) 75.1 79.1
(+) 77.3 80.5

Classification Accuracy
(-) 67.7 73.8
(+) 69.3 74.0

Dependency
Parsing

UAS
(-) 84.8 86.0
(+) 84.5 86.3

LAS
(-) 78.0 77.8
(+) 77.8 79.7

Table 1: Average results across all rounds (5%, 10%,
15% and 20% data) and all languages. (+) and (-) indi-
cate with and without AL respectively. Bold highlights
best performance for a task.

MM Full vs SM Full To analyze how effectively
a single model performs on the languages in ques-
tion despite using 1{nth the parameters, we train
a single model on all data and compare it with
n language-specific models, where each of the n
models has the same number of parameters as the
single model; this also serves as an upper-bound
for our AL experiments. Table 2 shows that having
a single model does not adversely impact perfor-

mance. A more detailed discussion is present in
Appendix D.

Dataset Metric MM
Full

SM
Full

NER Span-F1 87.4 87.2

Classification Accuracy 86.0 87.0

Dependency
Parsing

UAS 91.3 91.3
LAS 87.1 87.1

Table 2: Performance with all data for both SM and
MM. Here, SM is a single model trained on all lan-
guages, while MM represents average performance over
all languages of one model per language. The compa-
rable performance indicates that models have enough
capacity to represent languages in consideration.

The effectiveness of AL in MonoA We consis-
tently observe AL in the source language improv-
ing performance across all languages, irrespective
of whether inference is being run for the source lan-
guage or zero-shot on a different target language,
both for NER and classification (Table 3). We hy-
pothesize that the model selects semantically diffi-
cult or ambiguous examples that generalize across
languages by virtue of mBERT’s shared embed-
ding representation. To the best of our knowledge,
this work is the first to demonstrate that AL can
improve the data efficiency of both classification
and NER in a zero-shot inference setup.

In the case of dependency parsing, we observe
mixed results when the source and target languages
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differ. We hypothesize that this is because depen-
dency parsing is a syntactic problem, making it
more language specific, and zero-shot inference
inherently harder. This is in contrast with both
classification and NER, which are more semantic,
making hard examples more generalizable across
languages. Refer Appendix E for more details.

Dataset Metric AL MonoA

NER
Source en es nl de

Span-F1
(-) 71.3 64.3 68.8 68.8
(+) 72.1 64.3 70.8 70.3

Classifi-
cation

Source en fr ja de

Acc
(-) 71.9 72.5 69.1 66.2
(+) 72.9 72.1 70.3 68.0

Depend-
ency
Parsing

Source en es nl de ja

UAS
(-) 76.4 72.9 73.9 72.9 44.3
(+) 76.9 73.0 74.0 73.4 44.2

LAS
(-) 67.2 62.3 62.8 61.8 31.8
(+) 67.5 62.4 62.7 62.3 30.8

Table 3: Average results across all rounds (5%, 10%,
15% and 20% data) and all languages for MonoAL.
Source indicates the language of data acquisition and
for all other languages, inference is zero-shot. As can
be seen, AL usually helps in the zero-shot setup.

What does SMA+AL acquire? One advantage
of the SMA+AL setup is that the model can ar-
bitrate between allocating its acquisition budget
across different languages as training progresses.
This is in contrast with training one model per lan-
guage, where the models for languages with a high
performance waste the overall budget by acquiring
more than necessary, while models on languages
where performance isn’t as good under-acquire.

To investigate this, for each language and each
round, we plot the relative difference (%) between
cumulative tokens acquired by the SMA+AL model
for that language, and the tokens acquired in ex-
pectation if acquisition was done randomly (refer
Appendix F for more details). For each language,
we also plot the relative performance difference of
the language at that round compared to the perfor-
mance when 100% data is available.

Figure 3 reveals the added benefit of SMA+AL
for data acquisition for NER (refer Appendix F
for other tasks): a single model can arbitrate be-
tween instances across languages automatically.
The model initially acquires data from the high
resource language (English). But as the training
proceeds, the model favors acquiring data from

Figure 3: Acquisiton Curriculum for NER. The bars
(left y-axis) represent the relative fraction of cumula-
tive tokens acquired per language compared to random
sampling. The lines (right y-axis) show the difference
of performance of the language when compared to its
100% data performance (MM). Notice that the model
tends to favor acquiring data from languages that under-
perform compared to their 100% counterpart (here, es
and de). This in turn helps the model to arbitrate its ac-
quisitions so as to achieve similar performance (relative
to 100% performance) across all languages (indicated
by the convergence of the line plots).

languages it is uncertain about (Spanish and Ger-
man). This “multilingual curriculum” thus allows
the model to be more effective in its use of the
annotation budget. We find SMA+AL eventually
achieves a similar relative difference from 100%
data performance for all languages consistently
across tasks as a consequence.

6 Conclusion

In this work, we consider the problem of efficiently
building models that solve a task across multiple
languages. We show that, contrary to traditional ap-
proaches, a single model arbitrating between mul-
tiple languages for data acquisition considerably
improves performance in a constrained budget sce-
nario, with AL providing additional benefits.
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A Task Specific Details

In this section, we elaborate on the task specific
adaptations:

Classification: As is common practice, we use
a single linear layer over [CLS] embeddings gen-
erated by the BERT model to generate logits for
the classification task, and the model is trained to
minimize the cross-entropy loss.

Sequence Tagging: We apply a linear layer to the
word embeddings2 generated by the BERT model
to generate the tag logits, and the model is trained
to minimize the negative log-likelihood of the ob-
served tags.

Dependency Parsing: We use a graph-based bi-
affine attention parser introduced in (Dozat and
Manning, 2017). Following (Kondratyuk and
Straka, 2019), we use the output of the last BERT
layer in place of the embeddings generated by
the Bi-LSTM layers. These embeddings are then
concatenated with the POS embeddings. A head
feed-forward network and a child feed-forward
network then generate embeddings for each head
and dependant word of a dependency respectively.
This is combined with a biaffine attention mod-
ule to generate a probability distribution for each
word to predict its head, as well as a bilinear
layer to predict the label for each dependency re-
lationship. Let τpiq “ tphpi,jq, dpi,jq, lpi,jq|hpi,jq ñ

dpi,jq with label lpi,jqu be the ith gold dependency
tree in the dataset. The model is then trained to
maximize the log probability of the gold tree as :

max
ÿ

i

ÿ

j

log
`

Pphpi,jq|dpi,jqq
˘

` log
`

Pplpi,jq|hpi,jq ñ dpi,jqq
˘

(1)

During inference, the best dependency parse is
generated by decoding with Chu-Liu/Edmonds al-
gorithm (Chu, 1965; Edmonds, 1967).

For all the models mentioned above, all layers
of mBERT are fine-tuned during training.

B Dataset statistics

We report the detailed dataset statistics in Table 4.
Note that the seed was chosen to be roughly 5% of
the size of the English training data, shown in the
rightmost column of the table.

2Following (Devlin et al., 2019), for words generating mul-
tiple wordpieces, we use the embedding of the first wordpiece.

C Experimental Details

Hyperparameters All experiments performed
in this paper are averaged over 5 runs. For each
experiment, we perform an LR search over (1e-5,
2e-5, 3e-5, 4e-5 and 5e-5), and choose the best LR
according to the performance on the appropriate
validation (sub)set, as recommended in (Devlin
et al., 2019). In all experiments, we set the batch
size to 32 and use an Adam (Kingma and Ba, 2015)
optimizer. Each round of training is run with a
patience of 25 epochs, for at most 75 epochs in
total.

Data Preprocessing To avoid out-of-memory is-
sues on the GPU, we pre-process the data so that
the examples in the train set of length larger than
175 and with larger than 256 word-pieces are fil-
tered out for the NER. For classification, we simply
truncate all instances at 256 word-pieces. We also
de-duplicate the train set, to ensure that during all
AL acquisition stages, no duplicates are selected at
any point.

Code All code used in this work was imple-
mented using Python, PyTorch and AllenNLP
(Gardner et al., 2018), using pre-trained models
released by HuggingFace (Wolf et al., 2020).

D SM Full vs MM Full Performance

Given that the SMA setup uses 1{nth the number
of parameters, an interesting question is whether
fewer parameters leads to a loss in any expressive
power for the single model, which might potentially
lead to poorer performance (curse of multilingual-
ity (Conneau et al., 2020)). To answer this question,
we train a single model on all data and compare
it with n language-specific models, where each of
the n models has the same number of parameters
as the single model.

From the 100% (rightmost) columns of Table
2, we find that having a single model does not ad-
versely impact performance and these trends hold
irrespective of whether all the languages in the task
are etymologically close (as in NER) or distant (ja
for classification and dependency parsing). This
might not be the case when there are a large number
of languages, however; investigating how well this
observation scales with the number of languages
would be an interesting line of future work.
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Task Budget Type Num Tokens / Instances AL Details Num en train
Train Val. Test Seed Val. Budget

NER Token 875k 193k 219k 10k 10k 10k 200k
Classification Instance 19k 5k 24k 300 300 300 6k
Dependency Parsing Token 1.88M 196k 189k 17.5k 17.5k 17.5k 350k

Table 4: Aggregate statistics of datasets per task.

E Active Learning for the MonoA Setup

An interesting observation from Table 3 is that AL
in the source language helps improve performance
across all languages, irrespective of whether the
inference is being run for the source language in
question or zero-shot on a different target language
without any training. We observe this to be the
case consistently for both the NER and the clas-
sification tasks (refer Figure 4), regardless of the
source language. We hypothesize that this is be-
cause the model selects semantically difficult or
ambiguous examples that generalize across lan-
guages by virtue of mBERT’s shared embedding
representation, in contrast with random selection
where easy examples the model can already tackle
might be selected. We observe this even in the case
of etymologically distant languages, such as when
the model is trained in English and zero-shot in-
ference is done in Japanese (or vice versa). Thus,
the AL selection does not overfit on the specific
language in question, instead choosing difficult but
generalizable examples.

We observe mixed results for the MonoA setup
for dependency parsing: AL improves substantially
over Random when the target language and the
source language are the same; however, when they
differ, the results are mixed. We hypothesize that
this discrepancy is a consequence of dependency
parsing being a syntactic problem, making it more
language specific, in turn making zero-shot an in-
herently harder problem. This is in contrast with
both classification and NER, which are more se-
mantic tasks. Consequently, hard examples for
the latter tasks might be more generalizable across
languages, resulting in their improved AL perfor-
mance, when compared with the dependency pars-
ing task.
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seed round1 round2 round3

en en+AL ja ja+AL fr
fr+AL

(a) Relative difference of MonoA ˘ AL for Classi-
fication
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(b) Relative difference of MonoA ˘ AL for NER
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(c) Relative difference of MonoA ˘ AL for Depen-
dency Parsing

Figure 4: Performance of mBERT trained on source
(de), as a relative percentage of the performance when
all source data was used, in a zero-shot classification
setting (es and nl).
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F Acquisition Ablation Details and
Curriculum

Figure 5: Acquisition curriculum for classification

Figure 6: Acquisition Curriculum for dependency pars-
ing. Note that in order to ablate out the effect of different
datasets, we only choose the largest dataset for each lan-
guage.

In this section, we describe the analysis of inves-
tigating the acquisitions of SMA+AL in more de-
tail. Let α1 ¨ ¨ ¨αn be the language specific amount
of data present in the entire dataset (i.e αi “ 0.3
implies that 30% of the entire dataset (training +
unlabeled) is of language i), and let β1,1 ¨ ¨ ¨βm,n

represent the amount of data acquired for every lan-
guage at every round (i.e βi,j indicates the amount
of data acquired by language j at round i). Then,
for a task t, for each round i and language j, we

plot p
ři

k“1 βk,jq´αj
9bt 9i

αj
9bt 9i

.
Figures 5 and 6 show the acquisition curriculum.

We observe a similar for both the tasks as that for
dependency parsing.

G Detailed Results

This section the additional plots as well as the de-
tailed tables and results for all the experiments
presented in the paper.

G.1 Per Acquisition Round Performance for
Dependency Parsing

Figures 7 and 8 show the UAS and LAS for each
round of acquisition for dependency parsing, ag-

gregated across all languages.

seed round1 round2 round3
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MonoA[de]
MonoA[ja]

Acquisition
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Upper Bounds
MM[100%]
SM[100%]

Figure 7: Dependency Parsing: UAS for each round,
averaged across all languages
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Figure 8: Dependency Parsing: LAS for each round,
averaged across all languages

G.2 Per Acquisition Round Performance for
NER

Figure 9 shows the F-Score for each round of ac-
quisition for NER, aggregated across all languages.
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Figure 9: NER: F-Score for each round, averaged across
all languages
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G.3 Experiments for NER
Tables 5, 6, 7 and 8 show the performance of the different AL settings on English, Spanish, Dutch and
German respectively. Each table shows the F-score across 4 acquisition rounds, both with and without
MNLP (§3.2).

Acquisition Function Without MNLP With MNLP

Model
Data % 5% 10% 15% 20% 5% 10% 15% 20%

MonoA

en 86.0 ˘ 0.6 87.6 ˘ 0.2 87.8 ˘ 0.2 88.4 ˘ 0.4 85.5 ˘ 0.4 88.4 ˘ 0.5 89.2 ˘ 0.2 89.7 ˘ 0.5
de 61.3 ˘ 1.1 61.5 ˘ 1.5 65.6 ˘ 2.2 65.7 ˘ 1.8 60.3 ˘ 1.6 65.3 ˘ 3.2 68.1 ˘ 1.3 68.2 ˘ 2.3
es 55.6 ˘ 1.1 57.2 ˘ 1.5 56.7 ˘ 1.5 58.8 ˘ 1.7 53.7 ˘ 1.1 56.8 ˘ 2.7 57.8 ˘ 3.0 59.5 ˘ 2.6
nl 64.8 ˘ 3.9 64.7 ˘ 1.1 67.5 ˘ 0.6 65.7 ˘ 1.6 67.8 ˘ 1.6 68.2 ˘ 2.0 66.4 ˘ 2.2 66.0 ˘ 2.4

MMA 81.9 ˘ 1.4 84.6 ˘ 0.5 85.3 ˘ 1.3 86.5 ˘ 0.7 82.5 ˘ 0.4 86.1 ˘ 0.6 87.4 ˘ 0.6 88.2 ˘ 0.5
SMA 82.5 ˘ 0.6 84.8 ˘ 0.9 85.8 ˘ 0.4 86.2 ˘ 0.3 81.9 ˘ 0.4 86.6 ˘ 0.6 87.7 ˘ 0.5 88.4 ˘ 0.2

MM Full 91.2 ˘ 0.2
SM Full 91.2 ˘ 0.2

Table 5: Performance (F1-Score) on en for NER

Acquisition Function Without MNLP With MNLP

Model
Data % 5% 10% 15% 20% 5% 10% 15% 20%

MonoA

en 63.0 ˘ 1.3 64.7 ˘ 1.2 64.6 ˘ 1.1 65.4 ˘ 1.2 63.1 ˘ 1.7 66.0 ˘ 1.2 65.9 ˘ 1.3 67.3 ˘ 1.0
de 63.2 ˘ 0.5 63.6 ˘ 0.7 65.7 ˘ 0.2 65.7 ˘ 0.6 63.3 ˘ 1.2 66.3 ˘ 0.8 67.1 ˘ 0.7 66.8 ˘ 0.5
es 76.5 ˘ 0.6 79.6 ˘ 0.7 80.2 ˘ 0.6 81.5 ˘ 0.5 75.9 ˘ 0.5 81.0 ˘ 0.6 82.2 ˘ 0.5 83.5 ˘ 0.3
nl 62.2 ˘ 1.0 64.3 ˘ 1.2 67.2 ˘ 1.1 66.2 ˘ 1.4 63.0 ˘ 1.6 67.6 ˘ 1.0 68.8 ˘ 1.4 69.8 ˘ 1.5

MMA 67.8 ˘ 1.1 71.4 ˘ 1.7 74.9 ˘ 2.4 76.1 ˘ 2.2 68.1 ˘ 1.3 73.0 ˘ 1.9 77.4 ˘ 0.5 78.4 ˘ 1.2
SMA 73.1 ˘ 1.0 76.5 ˘ 0.7 77.9 ˘ 0.7 79.6 ˘ 0.3 72.2 ˘ 0.9 77.7 ˘ 0.7 79.5 ˘ 0.3 80.7 ˘ 0.5

MM Full 86.2 ˘ 0.7
SM Full 86.2 ˘ 0.5

Table 6: Performance (F1-Score) on es for NER

Acquisition Function Without MNLP With MNLP

Model
Data % 5% 10% 15% 20% 5% 10% 15% 20%

MonoA

en 63.9 ˘ 1.5 62.5 ˘ 1.0 61.8 ˘ 1.3 59.7 ˘ 3.3 62.4 ˘ 1.4 61.9 ˘ 1.3 61.6 ˘ 2.1 63.8 ˘ 3.3
de 73.1 ˘ 0.5 76.9 ˘ 0.5 77.0 ˘ 1.2 77.5 ˘ 0.6 72.9 ˘ 0.6 77.1 ˘ 1.1 79.5 ˘ 0.5 80.5 ˘ 0.3
es 56.8 ˘ 1.1 58.4 ˘ 1.7 59.4 ˘ 2.1 58.8 ˘ 1.6 55.8 ˘ 2.1 56.6 ˘ 2.1 57.6 ˘ 1.3 57.4 ˘ 1.9
nl 60.4 ˘ 1.7 61.2 ˘ 1.7 61.5 ˘ 1.1 58.3 ˘ 3.6 61.1 ˘ 1.7 64.0 ˘ 1.3 63.2 ˘ 2.6 61.9 ˘ 1.7

MMA 62.4 ˘ 3.6 67.3 ˘ 1.2 68.3 ˘ 1.6 68.9 ˘ 1.9 62.6 ˘ 0.6 70.6 ˘ 1.6 72.3 ˘ 0.9 72.2 ˘ 0.8
SMA 69.9 ˘ 0.8 73.0 ˘ 0.7 74.4 ˘ 0.6 75.5 ˘ 0.6 70.1 ˘ 0.6 75.1 ˘ 0.5 76.8 ˘ 0.2 78.2 ˘ 0.5

MM Full 82.4 ˘ 0.5
SM Full 82.2 ˘ 0.3

Table 7: Performance (F1-Score) on de for NER
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Acquisition Function Without MNLP With MNLP

Model
Data % 5% 10% 15% 20% 5% 10% 15% 20%

MonoA

en 70.9 ˘ 0.6 72.1 ˘ 0.9 71.1 ˘ 1.2 71.2 ˘ 1.1 71.3 ˘ 1.6 71.4 ˘ 1.1 73.1 ˘ 1.1 73.4 ˘ 1.5
de 69.0 ˘ 1.8 70.7 ˘ 0.9 71.8 ˘ 0.5 72.8 ˘ 0.6 68.8 ˘ 2.4 71.8 ˘ 1.0 74.4 ˘ 0.8 74.6 ˘ 0.6
es 61.6 ˘ 1.2 62.0 ˘ 1.5 62.2 ˘ 1.6 63.5 ˘ 2.7 62.9 ˘ 1.3 63.0 ˘ 1.7 62.8 ˘ 0.8 62.9 ˘ 1.6
nl 82.2 ˘ 0.5 84.5 ˘ 0.5 85.2 ˘ 0.4 85.4 ˘ 0.6 81.6 ˘ 1.0 86.8 ˘ 0.4 88.1 ˘ 0.4 89.0 ˘ 0.7

MMA 73.1 ˘ 1.2 76.4 ˘ 1.4 77.7 ˘ 0.5 79.3 ˘ 1.7 72.0 ˘ 1.8 78.8 ˘ 1.4 83.0 ˘ 0.7 84.7 ˘ 1.1
SMA 79.8 ˘ 0.7 82.3 ˘ 0.3 82.3 ˘ 0.6 82.8 ˘ 1.0 79.2 ˘ 0.8 83.1 ˘ 0.7 85.1 ˘ 0.3 86.1 ˘ 0.2

MM Full 90.0 ˘ 0.5
SM Full 89.2 ˘ 1.2

Table 8: Performance (F1-Score) on nl for NER

G.4 Experiments for Classification
Tables 9, 10, 11 and 12 show the performance of the different AL settings on English, French, Japanese
and German respectively. Each table shows the accuracy across 4 acquisition rounds, both with and
without LC (§3.2).

Acquisition Function Without LC With LC

Model
Data % 5% 10% 15% 20% 5% 10% 15% 20%

MonoA

en 74.8 ˘ 1.2 79.9 ˘ 0.6 80.7 ˘ 1.3 81.5 ˘ 0.2 76.3 ˘ 1.3 79.9 ˘ 1.6 81.6 ˘ 1.4 82.9 ˘ 1.8
fr 65.1 ˘ 5.5 68.9 ˘ 5.1 72.2 ˘ 2.9 71.4 ˘ 4.3 61.3 ˘ 4.1 64.1 ˘ 5.6 71.5 ˘ 5.4 73.3 ˘ 4.2
ja 65.7 ˘ 4.8 66.5 ˘ 3.8 68.1 ˘ 3.4 67.1 ˘ 4.6 63.9 ˘ 5.9 70.3 ˘ 3.3 71.7 ˘ 2.5 70.1 ˘ 4.6
de 58.1 ˘ 1.6 59.4 ˘ 3.0 57.7 ˘ 2.6 60.9 ˘ 4.2 61.1 ˘ 3.8 62.4 ˘ 5.1 62.6 ˘ 6.8 64.6 ˘ 6.0

MMA 67.1 ˘ 1.5 71.0 ˘ 3.7 74.0 ˘ 4.1 75.1 ˘ 2.2 67.4 ˘ 2.9 72.4 ˘ 3.4 76.0 ˘ 3.1 76.6 ˘ 3.6
SMA 73.5 ˘ 2.1 76.5 ˘ 0.5 76.7 ˘ 0.6 77.6 ˘ 0.8 71.5 ˘ 3.3 76.9 ˘ 1.7 78.6 ˘ 1.4 79.1 ˘ 0.8

MM Full 86.6 ˘ 0.3
SM Full 87.5 ˘ 0.5

Table 9: Performance (Accuracy) on en for Sentiment Classification

Acquisition Function Without LC With LC

Model
Data % 5% 10% 15% 20% 5% 10% 15% 20%

MonoA

en 73.1 ˘ 1.7 75.0 ˘ 1.4 74.9 ˘ 2.6 75.7 ˘ 1.5 74.1 ˘ 0.6 73.6 ˘ 2.7 75.5 ˘ 2.9 76.0 ˘ 2.2
fr 75.5 ˘ 2.6 80.6 ˘ 0.8 81.7 ˘ 1.0 83.0 ˘ 0.8 74.5 ˘ 1.3 81.4 ˘ 0.9 82.6 ˘ 0.5 84.2 ˘ 0.6
ja 67.5 ˘ 4.0 68.7 ˘ 3.2 68.8 ˘ 2.4 68.6 ˘ 2.9 64.9 ˘ 4.8 71.2 ˘ 2.8 70.7 ˘ 1.7 69.8 ˘ 4.1
de 64.6 ˘ 1.2 65.8 ˘ 3.9 65.4 ˘ 3.5 68.4 ˘ 2.3 65.0 ˘ 2.4 68.4 ˘ 2.4 69.4 ˘ 3.2 69.0 ˘ 4.9

MMA 61.7 ˘ 3.2 69.9 ˘ 3.4 73.9 ˘ 3.0 75.7 ˘ 2.5 66.0 ˘ 1.9 71.7 ˘ 2.1 76.3 ˘ 0.7 76.6 ˘ 1.6
SMA 74.6 ˘ 1.7 77.4 ˘ 1.2 77.3 ˘ 0.7 79.2 ˘ 0.6 72.9 ˘ 3.1 77.0 ˘ 1.7 78.4 ˘ 0.7 79.2 ˘ 0.8

MM Full 87.8 ˘ 0.6
SM Full 89.4 ˘ 0.4

Table 10: Performance (Accuracy) on fr for Sentiment Classification
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Acquisition Function Without LC With LC

Model
Data % 5% 10% 15% 20% 5% 10% 15% 20%

MonoA

en 65.6 ˘ 3.2 65.7 ˘ 3.5 64.6 ˘ 3.7 64.8 ˘ 2.04 68.7 ˘ 3.2 66.0 ˘ 3.2 67.2 ˘ 2.7 66.1 ˘ 3.10
fr 67.1 ˘ 2.5 69.9 ˘ 2.1 70.2 ˘ 3.2 70.9 ˘ 1.46 65.7 ˘ 1.7 71.3 ˘ 1.3 68.6 ˘ 3.6 71.4 ˘ 1.86
ja 73.0 ˘ 3.2 75.4 ˘ 2.4 77.1 ˘ 1.2 78.8 ˘ 1.11 71.9 ˘ 2.4 77.4 ˘ 0.8 78.6 ˘ 1.2 79.5 ˘ 0.68
de 64.2 ˘ 1.8 65.5 ˘ 4.3 65.8 ˘ 4.6 68.7 ˘ 1.82 62.7 ˘ 2.1 65.4 ˘ 1.6 68.0 ˘ 3.5 67.5 ˘ 4.70

MMA 63.6 ˘ 1.7 68.0 ˘ 1.8 70.0 ˘ 1.5 71.8 ˘ 0.32 63.6 ˘ 3.0 67.7 ˘ 1.6 70.3 ˘ 1.0 70.6 ˘ 3.14
SMA 65.8 ˘ 4.3 69.8 ˘ 2.0 71.1 ˘ 2.0 71.6 ˘ 1.01 65.2 ˘ 2.0 70.1 ˘ 2.0 72.2 ˘ 1.1 72.6 ˘ 1.71

MM Full 83.7 ˘ 0.3
SM Full 84.0 ˘ 0.2

Table 11: Performance (Accuracy) on ja for Sentiment Classification

Acquisition Function Without LC With LC

Model
Data % 5% 10% 15% 20% 5% 10% 15% 20%

MonoA

en 66.7 ˘ 2.1 69.4 ˘ 2.0 68.8 ˘ 1.9 69.1 ˘ 2.2 68.5 ˘ 1.4 67.9 ˘ 3.3 70.0 ˘ 2.1 72.0 ˘ 2.5
fr 67.0 ˘ 1.6 71.7 ˘ 0.8 72.1 ˘ 1.5 72.6 ˘ 1.0 67.0 ˘ 1.6 72.1 ˘ 0.5 71.3 ˘ 2.2 73.7 ˘ 1.1
ja 63.2 ˘ 3.1 65.8 ˘ 2.5 65.9 ˘ 2.5 65.4 ˘ 2.4 62.8 ˘ 3.4 67.1 ˘ 2.2 67.3 ˘ 0.8 67.1 ˘ 3.5
de 67.5 ˘ 1.0 72.7 ˘ 0.8 76.3 ˘ 0.9 77.8 ˘ 1.3 67.9 ˘ 3.8 75.6 ˘ 1.9 78.2 ˘ 1.2 79.5 ˘ 0.7

MMA 55.0 ˘ 2.1 60.4 ˘ 1.9 61.9 ˘ 1.8 64.7 ˘ 1.4 59.2 ˘ 1.5 62.8 ˘ 2.2 63.4 ˘ 2.7 69.0 ˘ 2.9
SMA 68.9 ˘ 1.7 72.0 ˘ 0.8 74.5 ˘ 1.0 74.0 ˘ 1.0 66.3 ˘ 2.7 73.5 ˘ 1.0 74.9 ˘ 1.4 75.2 ˘ 0.9

MM Full 85.7 ˘ 0.3
SM Full 87.0 ˘ 0.3

Table 12: Performance (Accuracy) on de for Sentiment Classification

G.5 Experiments for Dependency Parsing
Table 13 compares the performance (LAS and UAS) of the single model trained on all data to the
performance of one model trained per language. Table 14 gives the detailed breakdown of each AL setup
for each of the dependency parsing datasets, aggregated across all the acquisition rounds.

Model Metric en-ewt en-gum en-lines en-partut es
-ancora es-gsd de-gsd nl

-alpino
nl-
lassysmall

ja-
gsd

ja-
modern Avg

MM
Full

UAS
LAS

92.6 91.3 90.6 93.3 94.1 92.4 89.2 94.4 95.1 95.1 75.9 91.3
90.2 88.1 86.2 90.0 91.8 88.9 84.6 92.4 92.4 93.9 58.9 87.1

SM
Full

UAS
LAS

92.5 91.3 90.8 92.8 94.2 92.6 89.7 94.6 95.0 95.1 75.3 91.3
90.1 88.0 86.3 89.8 91.8 89.0 85.2 92.9 92.0 93.8 59.6 87.1

Table 13: Performance on 100% data for Dependency Parsing
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Dataset AL

MonoA MMA SMA
en es de nl ja

UAS LAS UAS LAS UAS LAS UAS LAS UAS LAS UAS LAS UAS LAS

en-ewt
Without NLPDT 89.8: 86.1: 76.1 64.4 77.2 65.9 77.5 66.6 38.7 25.0 85.6 80.4 87.2 82.1

With NLPDT 90.3: 86.9: 75.5 64.2 77.7 66.2 77.1 65.7 38.1 23.4 85.4 80.5 87.8 83.2

en-gum
Without NLPDT 89.5: 85.3: 77.1 66.0 78.1 68.0 78.0 67.3 37.3 23.8 85.9 80.9 88.0 82.8

With NLPDT 89.9: 85.9: 76.5 65.9 78.7 68.5 77.9 66.9 37.1 22.5 85.2 80.2 88.0 83.1
en-
lines

Without NLPDT 88.9: 84.3: 81.1 69.7 81.5 71.2 82.6 72.6 38.8 24.4 86.0 80.7 87.6 82.4
With NLPDT 89.1: 84.5: 80.6 69.4 81.8 71.3 82.3 72.1 38.4 22.7 85.4 80.1 88.2 83.0

en-
partut

Without NLPDT 91.4: 86.6: 83.4 73.5 82.2 73.0 80.5 72.3 37.6 24.3 87.5 81.5 88.7 82.8
With NLPDT 90.9: 86.0: 83.3 73.3 82.7 73.3 80.5 72.2 37.5 23.4 86.5 80.6 89.0 83.0

es-
ancora

Without NLPDT 82.8 70.8 89.2: 84.6: 81.9 70.1 82.8 69.9 26.7 17.0 85.4 78.6 88.0 81.7
With NLPDT 82.9 70.1 89.4: 84.7: 82.1 70.6 82.9 69.9 26.4 16.6 84.9 77.9 87.9 81.2

es-gsd
Without NLPDT 83.9 73.4 88.0: 81.5: 83.7 72.1 81.7 69.2 27.4 17.3 84.8 76.6 88.0 81.7

With NLPDT 83.9 72.9 88.3: 82.0: 84.2 72.7 81.7 68.8 27.1 16.8 84.7 76.9 87.8 81.7

de-gsd
Without NLPDT 84.0 74.4 82.2 71.1 87.2: 81.8: 82.8 71.9 43.9 27.8 84.4 77.8 85.8 79.2

With NLPDT 84.3 74.6 82.2 71.3 87.6: 82.2: 82.9 71.9 43.4 25.5 84.4 78.0 86.0 79.5
nl-
alpino

Without NLPDT 83.0 74.5 82.3 70.1 83.4 74.0 91.8: 88.6: 37.0 21.3 86.1 81.3 87.4 81.4
With NLPDT 83.2 74.6 82.6 70.3 83.9 74.7 92.1: 89.0: 37.1 21.0 85.8 80.8 87.9 82.0

nl-
lassysmall

Without NLPDT 82.1 73.0 82.5 70.8 81.6 71.8 92.6: 88.3: 33.0 20.1 86.9 81.2 88.0 80.9
With NLPDT 82.2 73.0 82.7 70.8 81.9 72.2 92.8: 88.6: 33.0 18.6 86.4 0.7 88.0 81.1

ja-gsd
Without NLPDT 33.8 17.3 31.6 19.1 33.9 17.1 33.5 13.5 93.1: 91.2: 89.1 85.3 87.4 83.0

With NLPDT 36.9 18.8 32.8 19.7 34.5 17.6 35.0 14.0 93.7: 91.9: 89.7 86.1 88.2 84.2
ja-
modern

Without NLPDT 31.1 14.3 28.5 15.0 31.4 15.2 28.8 10.6 73.7: 57.4: 70.6 53.6 69.8 54.2
With NLPDT 32.5 15.2 28.8 15.0 32.2 16.4 29.2 10.3 74.0: 57.5: 71.0 54.1 70.0 54.3

Avg.
Without NLPDT 76.4 67.2 72.9 62.3 72.9 61.8 73.9 62.8 44.3 31.8 84.8 78.0 86.0 79.3

With NLPDT 76.9 67.5 73.0 62.4 73.4 62.3 74.0 62.7 44.2 30.8 84.5 77.8 86.3 79.7

Table 14: Performance on different datasets for dependency parsing. : upper-bounds performance for a particular
language (since it assigns the entire budget to that language).
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G.6 Language Specific Acquisition Plots
Analogous to Figure 1 in the main paper, each fig-
ure in this section presents the performance of the
different methods for a specific language and a spe-
cific task, at each round of acquisition. The trends
observed are fairly consistent: SMA and MMA
both do consistently well, with SMA outperform-
ing MMA. MonoA for the specific language does
well, but with all other languages performs worse.
AL consistently improves performance.

G.6.1 NER

seed round1 round2 round3

55

60

65

70

75

80

85

90
Method

MMA
SMA
MonoA[en]
MonoA[es]
MonoA[nl]
MonoA[de]

Acquisition
Random
MNLP

Upper Bounds
MM[100%]
SM[100%]

Figure 10: Performance at NER for English (en)
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Figure 11: Performance at NER for Dutch (nl)
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Figure 12: Performance at NER for German (de)

G.6.2 Classification
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Figure 13: Performance at Classification for
English (en)
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Figure 14: Performance at Classification for
Japanese (ja)
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Figure 15: Performance at Classification for
French (fr)
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Figure 16: Performance at Classification for
German (de)
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G.6.3 Dependency Parsing: LAS
For dependency parsing, the MonoA performance
of Japanese (MonoA[ja]) is poor on all other lan-
guages (Fig. 17, 18, 20, 21, 22, 23, 25, 26), while
the performance of all other languages is poor on
Japanese (Fig. 19, 24). Consequently, the graphs
below have a kink in order to capture this difference
in the range of performance of the languages.
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Figure 17: LAS for English (en). Note the kink in
the y-axis and the different scales of the two halves.
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Figure 18: LAS for German (de). Note the kink in
the y-axis and the different scales of the two halves.
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Figure 19: LAS for Japanese (ja). Note the kink in
the y-axis and the different scales of the two halves.
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Figure 20: LAS for Dutch (nl). Note the kink in the
y-axis and the different scales of the two halves.
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Figure 21: LAS for Spanish (es). Note the kink in
the y-axis and the different scales of the two halves.
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G.6.4 Dependency Parsing: UAS
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Figure 22: UAS for English (en). Note the kink in
the y-axis and the different scales of the two halves.
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Figure 23: UAS for German (de). Note the kink in
the y-axis and the different scales of the two halves.
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Figure 24: UAS for Japanese (ja). Note the kink in
the y-axis and the different scales of the two halves.

80

82

84

86

88

90

92

94

seed round1 round2 round3

35

Method
MMA
SMA
MonoA[en]
MonoA[es]
MonoA[nl]
MonoA[de]
MonoA[ja]

Acquisition
Random
NLPDT

Upper Bounds
MM[100%]
SM[100%]

Figure 25: UAS for Dutch (nl). Note the kink in the
y-axis and the different scales of the two halves.
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Figure 26: UAS for Spanish (es). Note the kink in
the y-axis and the different scales of the two halves.
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