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Abstract

Several methods have been proposed for clas-
sifying long textual documents using Trans-
formers. However, there is a lack of consensus
on a benchmark to enable a fair comparison
among different approaches. In this paper, we
provide a comprehensive evaluation of the rela-
tive efficacy measured against various baselines
and diverse datasets — both in terms of accu-
racy as well as time and space overheads. Our
datasets cover binary, multi-class, and multi-
label classification tasks and represent various
ways information is organized in a long text
(e.g. information that is critical to making the
classification decision is at the beginning or
toward the end of the document). Our results
show that more complex models often fail to
outperform simple baselines and yield incon-
sistent performance across datasets. These find-
ings emphasize the need for future studies to
consider comprehensive baselines and datasets
that better represent the task of long document
classification to develop robust models.!

1 Introduction

Transformer-based models (Vaswani et al., 2017)
have achieved much progress across many ar-
eas of NLP including text classification (Minaee
et al., 2021). However, such progress is often
limited to short sequences because self-attention
requires quadratic computational time and space
with respect to the input sequence length. Widely-
used models like BERT (Devlin et al., 2019) or
RoBERTa (Liu et al., 2019) are typically pretrained
to process up to 512 tokens. This is problematic
because real-world data can be arbitrarily long. As
such, different models and strategies have been
proposed to process longer sequences.

In particular, we can identify a few standard ap-
proaches for the task of long document classifi-
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cation. The simplest approach is to truncate long
documents — using BERT or RoBERTa on the first
512 tokens is often used as a baseline. More effi-
cient Transformer models like Longformer (Belt-
agy et al., 2020) and Big Bird (Zaheer et al.,
2020) use sparse self-attention instead of full self-
attention to process longer documents (e.g. up
to 4,096 tokens). Other approaches process long
documents in their entirety by dividing them into
smaller chunks (e.g. Pappagari et al., 2019). An
alternative idea proposed by recent work is to se-
lect sentences from the document that are salient
to making the classification decision (Ding et al.,
2020).

However, the relative efficacy of these models
is not very clear due to a lack of consensus on
benchmark datasets and baselines. Tay et al. (2021)
propose a benchmark for comparing Transformers
that can operate over long sequences, but this only
includes a single, simulated® long document clas-
sification task. Novel variants of efficient Trans-
formers are often compared to a BERT/RoBERTa
baseline only, without much comparison to other
Transformer models designed for the task (e.g. Belt-
agy et al., 2020; Zaheer et al., 2020). Conversely,
models designed for long document classification
often focus exclusively on state-of-the-art mod-
els for particular datasets, and do not consider a
BERT/RoBERTa baseline or any other Transformer
models (e.g. Ding et al., 2020; Pappagari et al.,
2019).

This paper provides a much-needed comprehen-
sive comparison among existing models for long
document classification by evaluating them against
unified datasets and baselines. We compare mod-
els that represent different approaches on various
datasets and against Transformer baselines. Our
datasets cover binary, multi-class, and multi-label

2The benchmark considers the task of classifying IMDB
reviews (Maas et al., 2011) using byte-level information to
simulate longer documents.

702

Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics
Volume 2: Short Papers, pages 702 - 709
May 22-27, 2022 (©)2022 Association for Computational Linguistics


https://github.com/amazon-research/efficient-longdoc-classification
https://github.com/amazon-research/efficient-longdoc-classification

classification. We also consider different ways in-
formation that is relevant to the classification is or-
ganized in texts (e.g. in the beginning or toward the
end) and how this affects model performance. We
also compare the models in terms of their training
time, inference time, and GPU memory require-
ments to account for additional complexity that
some of the models have relative to a BERT base-
line. This allows us to compare the practical effi-
cacy of the models for real-world usage.

Our results show that more sophisticated models
are often outperformed by simpler models (often
including a BERT baseline) and yield inconsistent
performance across datasets. Based on these find-
ings, we highlight the importance of considering di-
verse datasets while developing models, especially
those that represent different ways key information
is presented in long texts. Additionally, we rec-
ommend that future research should also always
include simpler baseline models. To summarize,
our contributions are:

* We provide insights into the practical efficacy
of existing models for long document classi-
fication by evaluating them across different
datasets, and against several baselines. We
compare the accuracy of these models as well
as their runtime and memory requirements.

* We present a comprehensive suite of evalua-
tion datasets for long document classification
with various data settings for future studies.

* We propose simple models that often outper-
form complex models and can be challenging
baselines for future models for this task.

2 Methods

In this paper, we compare models representing dif-
ferent approaches to long document classification
(Beltagy et al., 2020; Pappagari et al., 2019; Ding
et al., 2020) on unified datasets and baselines.

2.1 Existing Models

As described in §1, four distinct approaches have
been proposed for long document classification: 1)
document truncation, 2) efficient self-attention, 3)
chunk representations, 4) key sentence selection.
We evaluate a representative model from each cate-
gory in this work.

BERT (document truncation) The simplest ap-
proach consists of finetuning BERT after truncating

long documents to the first 512 tokens.? As in De-
vlin et al. (2019), we use a fully-connected layer
on the [CLS] token for classification. This is an
essential baseline as it establishes the limitations
of a vanilla BERT model in classifying long doc-
uments yet is still competitive (e.g. Beltagy et al.,
2020; Chalkidis et al., 2019). However, some prior
work fails to consider this baseline (e.g. Ding et al.,
2020; Pappagari et al., 2019).

Longformer (efficient self-attention) We select
Longformer (Beltagy et al., 2020) as a model de-
signed to process longer input sequences based on
efficient self-attention that scales linearly with the
length of the input sequence (see Tay et al., 2020,
for a detailed survey). Longformer also truncates
the input, but it has the capacity to process up to
4,096 tokens rather than 512 tokens as in BERT.
Following Beltagy et al. (2020), we use a fully-
connected layer on top of the first [CLS] token
with global attention. Longformer outperformed a
RoBERTa baseline significantly on a small binary
classification dataset (Beltagy et al., 2020). How-
ever, it has not been evaluated against any other
models for text classification or on larger datasets
that contain long documents.

ToBERT (chunk representations) Transformer
over BERT (ToBERT, Pappagari et al., 2019) takes
a hierarchical approach that can process documents
of any lengths in their entirety. The model divides
long documents into smaller chunks of 200 tokens
and uses a Transformer layer over BERT-based
chunk representations. It is reported to outper-
form previous state-of-the-art models on datasets
of spoken conversations. However, it has not been
compared to other Transformer models. We re-
implement this model based on the specifications
reported in Pappagari et al. (2019) as the code is
not publicly available.

CogLTX (key sentence selection) Cognize Long
TeXts (CogLTX, Ding et al., 2020) jointly trains
two BERT (or RoOBERTa) models to select key sen-
tences from long documents for various tasks in-
cluding text classification. The underlying idea that
a few key sentences are sufficient for a given task
has been explored for question answering (e.g. Min
et al., 2018), but not much for text classification. It
is reported to outperform ToBERT and some other

3In practice, the first 510 tokens are used along with the
[CLS] and [SEP] tokens. We use the token count including
the two special tokens throughout the paper for simplicity.
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neural models (e.g. CNN), but it is not evaluated
against other Transformer models.

We use their multi-class classification code for
any classification task with appropriate loss func-
tions.* Following Beltagy et al. (2020), we use
sigmoid and binary cross entropy loss on the logit
output of the models for binary classification. The
same setting is used for multi-label classification
with softmax normalization and cross entropy loss.

2.2 Novel Baselines

In addition to the representative models above, we
include two novel methods that serve as simple but
strong baseline models.

BERT+TextRank While the BERT truncation
baseline is often effective, key information required
to classify documents is not always found within
the first 512 tokens. To account for this, we aug-
ment the first 512 tokens, with a second set of 512
tokens obtained via TextRank, an efficient unsuper-
vised sentence ranking algorithm (Mihalcea and
Tarau, 2004). TextRank provides an efficient alter-
native to more complex models designed to select
key sentences such as CogL.TX. Specifically, we
concatenate the BERT representation of the first
512 tokens with that of the top ranked sentences
from TextRank (up to another 512 tokens). As
before, we use a fully-connected layer on top of
the concatenated representation for classification.
We use PyTextRank (Nathan, 2016) as part of the
spaCy pipeline (Honnibal et al., 2020) for the im-
plementation with the default settings.

BERT+Random As an alternative approach to
the BERT+TextRank model, we select random sen-
tences up to 512 tokens to augment the first 512
tokens. Like BERT+TextRank, this can be a sim-
ple baseline approach in case key information is
missing in truncated documents.>

2.3 Hyperparameters

We use reported hyperparameters for the existing
models whenever available. However, given that
we include different datasets that the original pa-
pers did not use, we additionally explore different
hyperparameters for the models. Detailed informa-
tion is available in Appendix A.

*nttps://github.com/Sleepychord/CogLTX

>For simplicity, sentences included in the first 512 tokens
are not excluded in the random selection process. Different
settings are possible, but our preliminary results did not show
much difference.

Dataset # BERT Tokens % Long
Hyperpartisan 744.2 + 677.9 53.5
20NewsGroups 368.8 + 783.8 14.7
EURLEX-57K  707.99 + 538.7 51.3
Book Summary 574.3 £ 659.6 38.8

— Paired 1,148.6 =933.9 75.5

Table 1: Statistics on the datasets. # BERT Tokens refers
to the average token count obtained via the tokenizer of
the BERT base (uncased) model. % Long refers to the
percentage of documents with over 512 BERT tokens.

2.4 Data

We select three classification datasets containing
long documents to cover various kinds of classifica-
tion tasks: Hyperpartisan (Kiesel et al., 2019) (bi-
nary classification), 20NewsGroups (Lang, 1995)
(multi-class classification) and EURLEX-57K
(Chalkidis et al., 2019) (multi-label classification).
We also re-purpose the CMU Book Summary
Dataset (Bamman and Smith, 2013) as an addi-
tional multi-label classification dataset.

We also modify the EURLEX and Book Sum-
mary datasets to represent different data settings
and further test all models under these challenging
variations. A document in the EURLEX dataset
contains a legal text divided into several sections,
and the first two sections (header, recitals) carry
the most relevant information for classification
(Chalkidis et al., 2019). We invert the order of
the sections so that this key information is located
toward the end of each document (Inverted EU-
RLEX). This creates a dataset particularly chal-
lenging for models that focus only on the first 512
tokens. We also combine pairs of book summaries
from the CMU Book Summary dataset to create a
new dataset (Paired Book Summary) that contains
longer documents with two distinctive information
blocks. Again, this challenges models not to solely
rely on the signals from the first 512 tokens. In
addition, it further challenges models to detect two
separate sets of signals for correct classification
results. In all, these modified datasets represent dif-
ferent ways information may be presented in long
texts and test how robust the existing models are to
these. Table 1 summarizes characteristics of all our
datasets, with more details in Appendix B.

2.5 Maetrics

For the binary (Hyperpartisan) and multi-class
(20NewsGroups) classification tasks, we report ac-
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Hyper- 20News Inverted Book Paired
Model partisan Groups EURLEX EURLEX Summary Summary
BERT 92.00 84.79 73.09 70.53 58.18 52.24
BERT+TextRank 91.15 84.99 72.87 71.30 58.94 55.99
BERT+Random 89.23 84.65 73.22 71.47 59.36 56.58
Longformer 95.69 83.39 54.53 56.47 56.53 57.76
ToBERT 89.54 85.52 67.57 67.31 58.16 57.08
CogLTX 94.77 84.63 70.13 70.80 58.27 55.91

Table 2: Performance metrics on the test set for all datasets. The average accuracy (%) over five runs is reported for
Hyperpartisan and 20NewsGroups while the average micro-F; (%) is used for the other datasets. The highest value
per column is in bold and the second highest value is underlined. Results below the BERT baseline are shaded.

curacy (%) on the test set. For the rest, multi-label
classification datasets, we use micro-F} (%), which
is based on summing up the individual true posi-
tives, false positives, and false negatives for each
class.®

3 Results

Table 2 summarizes the average performance of the
models over five runs with different random seeds.
Overall, the key takeaway is that more sophisti-
cated models (Longformer, ToBERT, CogLTX)
do not outperform the baseline models across the
board. In fact, these models are significantly more
accurate than the baselines only on two datasets.
As reported in Beltagy et al. (2020), Longformer
recorded the strongest performance on Hyperpar-
tisan, with CogLTX also performing well. Long-
former and ToBERT performed the best for Paired
Book Summary. Paired Book Summary seems to
be most challenging for all models across the board
and is the only dataset where the BERT baseline
did the worst. However, it is worth noting that
simple augmentations of the BERT baseline as in
BERT+TextRank and BERT+Random were not far
behind the best performing model even for this
challenging dataset. ToBERT’s reported perfor-
mance was the highest for 20NewsGroups, but we
were unable to reproduce the results due to its mem-
ory constraints. For the other datasets, these more
sophisticated models were outperformed by the
baselines. In particular, the simplest BERT base-
line that truncates documents up to the first 512
tokens shows competitive performance overall, out-
performing the majority of models for Hyperparti-

®The choice of these metrics are based on previous liter-
ature. An exploration of other metrics (e.g. macro-F1) may
provide further insights. However, we did not see significant
differences in preliminary results, and we believe the general
trend of results would not differ.

Model Tr.ain Inferepce GPU
Time Time Memory
BERT 1.00 1.00 <16
+TextRank 1.96 1.96 16
+Random 1.98 2.00 16
Longformer | 12.05 11.92 32
ToBERT 1.19 1.70 32
CogLTX 104.52 12.53 <16

Table 3: Runtime and memory requirements of each
model, relative to BERT, based on experiments on the
Hyperpartisan dataset. Training and inference time were
measured and compared in seconds per epoch. GPU
memory requirement is in GB. Longformer and To-
BERT were trained on a GPU with a larger memory
and compared to a comparable run on the machine.

san, 20NewsGroups and EURLEX. It is only the
Paired Book Summary dataset where the BERT
baseline performed particularly worse than other
models. In general, we observe little-to-no per-
formance gains from more sophisticated models
across the datasets as compared to simpler models.
A similar trend was observed even when the mod-
els were evaluated only on long documents in the
test set (Appendix C). These finding suggests that
the existing models do not necessarily work better
for long documents across the board when diverse
datasets are considered.

The relatively inconsistent performance of these
existing models is even more underwhelming con-
sidering the difference in runtime and memory re-
quirements as summarized in Table 3. Compared
to BERT on the first 512 tokens, Longformer takes
about 12x more time for training and inference
while CogLTX takes even longer. TOBERT is faster
than those two, but it requires much more GPU
memory to process long documents in their en-
tirety. Taken together with the inconsistency in
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accuracy/F1 scores, this suggests that sophisticated
models are not necessarily a good fit for real word
use cases where efficiency is critical.

4 Discussion and Recommendations

Our results show that complex models for long doc-
ument classification do not consistently outperform
simple baselines. The fact that the existing mod-
els were often outperformed by the simplest BERT
baseline suggests that the datasets tend to have key
information accessible in the first 512 tokens. This
is somewhat expected as the first two sections of
EURLEX are reported to carry the most informa-
tion (Chalkidis et al., 2019) and 20NewsGroups
contains mostly short documents. Including these
datasets to evaluate models for long document clas-
sification is still reasonable given that a good model
should work well across different settings. How-
ever, these datasets alone do not represent various
ways information is presented in long texts.

Instead, future studies should evaluate their mod-
els across various datasets to create robust models.
While it is often difficult to obtain datasets suited
for long document classification, our modifications
of existing datasets may provide ways to repurpose
existing datasets for future studies. We invert the
order of the sections of EURLEX to create the In-
verted EURLEX dataset, where key information is
likely to appear toward the end of each document.
Our results in Table 2 show that selective mod-
els (BERT+TextRank, BERT+Random, CogL.TX)
performed better than those that read longer con-
secutive sequences (Longformer, TOBERT) on this
dataset. This suggests that this inverted dataset may
contain parts of texts that should be ignored for bet-
ter performance, thus providing a novel test bed for
future studies. The Paired Book Summary dataset
presents another challenging data setting with two
distinctive information blocks. While Longformer
and ToBERT performed significantly better for this
dataset than others, the overall model performance
was quite underwhelming, leaving room for im-
provement for future models.

Many of these findings were revealed only due
to the choice of relevant baselines, and future
work will benefit from including these as well. A
BERT/RoBERTa baseline is essential to motivate
the problem of long document classification using
Transformers and reveal how much information is
retrievable in the first 512 tokens. BERT+TextRank
and BERT+Random are stronger baselines that of-

ten outperform more complex models that select
key sentences. In fact, they outperformed CogL.TX
on five of the six datasets.

5 Conclusion

Several approaches have been proposed to use
Transformers to classify long documents, yet their
relative efficacy remains unknown. In this paper,
we compare existing models and baselines on var-
ious datasets and in terms of their time and space
requirements. Our results show that existing mod-
els, while requiring more time and/or space, do
not perform consistently well across datasets, and
are often outperformed by baseline models. Future
studies should consider the baselines and datasets
to establish robust performance.
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B Datasets

Hyperpartisan is a binary classification dataset,
where each article is labeled as True (hyperpartisan)
or False (not hyperpartisan) (Kiesel et al., 2019).
More than half of the documents exceed 512 tokens.
It is quite different from other datasets in that it
is a very small dataset: the training set contains
516 documents while the development and test sets
contain 64 and 65 documents, respectively.
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Dataset Type # Train #Dev # Test # Labels # BERT Tokens % Long

Hyperpartisan binary 516 64 65 2 744.18 + 677.87 53.49

20NewsGroups | multi-class 10,182 1,132 7,532 20 368.83 4 783.84 14.71

EURLEX-57K multi-label 45,000 6,000 6,000 4,271 707.99 + 538.69 51.30
— Inverted

Book Summary | multi-label 10,230 1,279 1,279 227 574.31 4+ 659.56 38.76
— Paired multi-label 5,115 639 639 227 1,148.62 4+ 933.97 75.54

Table 4: Statistics on the datasets. # BERT Tokens refers to the average token count obtained via the tokenizer of
the BERT base model (uncased). % Long refers to the percentage of documents with more than 512 BERT tokens.

Hyper- 20News Inverted Book Paired
Model partisan Groups EURLEX EURLEX Summary Summary
BERT 88.00 86.09 66.76 62.88 60.56 52.23
BERT+TextRank 85.63 85.55 66.56 64.22 61.76 56.24
BERT+Random 83.50 86.18 67.03 64.31 62.34 56.77
Longformer 93.17 85.50 44.66 47.00 59.66 58.85
ToBERT 86.50 - 61.85 59.50 61.38 58.17
CogLTX 91.91 86.07 61.95 63.00 60.71 55.74

Table 5: Performance metrics evaluated on long documents in the test set for all datasets. The average accuracy (%)
over five runs is reported for Hyperpartisan and 20NewsGroups while the average micro-F} (%) is used for the
other datasets. The highest value per column is in bold and the second highest value is underlined. Results below
the BERT baseline are shaded. Running TOBERT on 20NewsGroups seems to require further preprocessing, which

we were unable to replicate with the reported information.

about 15% of the documents exceed 512 tokens.
While the original dataset comes in train and test
sets only, we report results on the train/dev/test split
as used in Pappagari et al. (2019), where we take
10% of the original train set as the development
set. Note that CogL.TX reported their accuracy at
87.00% on the test set and 87.40% on the long doc-
uments in the test set, using the original train and
test sets only. Our implementation of CogL.TX in
the same setting with five different runs resulted
in a much lower performance at 85.15% on the
test set and 86.57% on the long documents only.
In addition, we were unable to replicate TOBERT
results on 20NewsGroups. It is unclear how the
dataset is further preporcessed for TOBERT, and our
implementation of TOBERT caused a GPU out-of-
memory error on 20NewsGroups. Thus, we show
the reported results for TOBERT on this dataset.

EURLEX-57K is a multi-label classification
dataset based on EU legal documents (Chalkidis
et al., 2019). In total, there are 4,271 labels avail-
able, and some of them do not appear in the train-
ing set often or at all, making it a very challeng-
ing dataset. About half of the datasets are long
documents. Each document contains four major

zones: header, recitals, main body, and attachments.
Chalkidis et al. (2019) observe that processing the
first two sections only (header and recitals) results
in almost the same performance as the full docu-
ments and that BERT on the first 512 tokens outper-
forms all the other models they considered. After
examining the dataset, we exclude the attachments
section as it does not seem to provide much textual
information.

CMU Book Summary contains book summaries
extracted from Wikipedia with corresponding meta-
data from Freebase such as the book author and
genre (Bamman and Smith, 2013). We use the
summaries and their corresponding genres for a
multi-label classification task. We keep 12,788 out
of 16,559 documents after removing data points
missing any genre information and/or adequate
summary information (e.g. less than 10 words).
In total, there are 227 genre labels such as ‘Fiction’
and ‘Children’s literature’.

C Results on long documents only

Table 5 shows the results as evaluated on long doc-
uments (with over 512 tokens) in the test set only.
Overall, the results show a similar trend as ob-
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served in Table 2, which reports the results on the
entire documents in the test set. In general, the
existing models were often outperformed by the
BERT truncation baseline. This suggest that these
models designed for long document classification
do not perform particularly well on the long docu-
ments in the datasets. The only difference is that
BERT+Random and ToBERT perform better than
the BERT baseline when evaluated on long docu-
ments only for 20NewsGroups and Book Summary,
respectively. However, the performance gain does
not seem significant, and the relative performance
with respect to the other models remains largely
unchanged. In general, the relative strength of a
model for a given dataset stays the same whether or
not the model is evaluated on the entire documents
or long documents in the test set.
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