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Abstract

Multimodal pre-training with text, layout, and
image has made significant progress for Visu-
ally Rich Document Understanding (VRDU),
especially the fixed-layout documents such as
scanned document images. While, there are
still a large number of digital documents where
the layout information is not fixed and needs to
be interactively and dynamically rendered for
visualization, making existing layout-based
pre-training approaches not easy to apply. In
this paper, we propose MarkupLM for doc-
ument understanding tasks with markup lan-
guages as the backbone, such as HTML/XML-
based documents, where text and markup in-
formation is jointly pre-trained. Experiment
results show that the pre-trained MarkupLM
significantly outperforms the existing strong
baseline models on several document under-
standing tasks. The pre-trained model and
code will be publicly available at https://
aka.ms/markuplm.

1 Introduction

Multimodal pre-training with text, layout, and vi-
sual information has recently become the de facto
approach (Xu et al., 2020, 2021a,b; Pramanik et al.,
2020; Garncarek et al., 2021; Hong et al., 2021;
Powalski et al., 2021; Wu et al., 2021; Li et al.,
2021a,b; Appalaraju et al., 2021) in Visually-rich
Document Understanding (VRDU) tasks. These
multimodal models are usually pre-trained with the
Transformer architecture (Vaswani et al., 2017) us-
ing large-scale unlabeled scanned document im-
ages (Lewis et al., 2006) or digital-born PDF
files, followed by task-specific fine-tuning with
relatively small-scale labeled training samples to
achieve the state-of-the-art performance on a va-
riety of document understanding tasks, including
form understanding (Jaume et al., 2019; Xu et al.,
2021b), receipt understanding (Huang et al., 2019;

*Equal contributions during internship at Microsoft Re-
search Asia. Corresponding authors: Lei Cui and Furu Wei

Park et al., 2019), complex document understand-
ing (Gralinski et al., 2020), document type classifi-
cation (Harley et al., 2015), and document visual
question answering (Mathew et al., 2021), etc. Sig-
nificant progress has been witnessed not only in
research tasks within academia, but also in different
real-world business applications such as finance,
insurance, and many others.

Visually rich documents can be generally di-
vided into two categories. The first one is the
fixed-layout documents such as scanned document
images and digital-born PDF files, where the lay-
out and style information is pre-rendered and in-
dependent of software, hardware, or operating sys-
tem. This property makes existing layout-based
pre-training approaches easily applicable to docu-
ment understanding tasks. While, the second cat-
egory is the markup-language-based documents
such as HTML/XML, where the layout and style
information needs to be interactively and dynami-
cally rendered for visualization depending on the
software, hardware, or operating system, which is
shown in Figure 1. For markup-language-based
documents, the 2D layout information does not ex-
ist in an explicit format but usually needs to be
dynamically rendered for different devices, e.g.,
mobile/tablet/desktop, which makes current layout-
based pre-trained models hard to apply. Therefore,
it is indispensable to leverage the markup structure
into document-level pre-training for downstream
VRDU tasks.

To this end, we propose MarkupLM to jointly
pre-train text and markup language in a single
framework for markup-based VRDU tasks. Dis-
tinct from fixed-layout documents, markup-based
documents provide another viewpoint for the docu-
ment representation learning through markup struc-
tures because the 2D position information and doc-
ument image information cannot be used straight-
forwardly during the pre-training. Instead, Marku-
pLM takes advantage of the tree-based markup
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Figure 1: HTML-based webpages rendered by different platforms, such as mobile, tablet and desktop. (https:

//amzn.to/2ZZoi5R)

structures to model the relationship among differ-
ent units within the document. Similar to other mul-
timodal pre-trained layout-based models, Marku-
pLM has four input embedding layers: (1) a text
embedding that represents the token sequence in-
formation; (2) an XPath embedding that represents
the markup tag sequence information from the root
node to the current node; (3) a 1D position em-
bedding that represents the sequence order infor-
mation; (4) a segment embedding for downstream
tasks. The overall architecture of MarkupLM is
shown in Figure 2. The XPath embedding layer
can be considered as the replacement of 2D po-
sition embeddings compared with the LayoutLM
model family (Xu et al., 2020, 2021a,b). To effec-
tively pre-train the MarkupLLM, we use three pre-
training strategies. The first is the Masked Markup
Language Modeling (MMLM), which is used to
jointly learn the contextual information of text and
markups. The second is the Node Relationship Pre-
diction (NRP), where the relationships are defined
according to the hierarchy from the markup trees.
The third is the Title-Page Matching (TPM), where
the content within “<title> ... </title>” is randomly
replaced by a title from another page to make the
model learn whether they are correlated. In this
way, MarkupLM can better understand the con-
textual information through both the language and
markup hierarchy perspectives. We evaluate the
MarkupLM models on the Web-based Structural
Reading Comprehension (WebSRC) dataset (Chen
et al., 2021) and the Structured Web Data Extrac-
tion (SWDE) dataset (Hao et al., 2011). Experi-
ment results show that the pre-trained MarkupLM

significantly outperforms the several strong base-
line models in these tasks.

The contributions of this paper are summarized
as follows:

* We propose MarkupLLM to address the docu-
ment representation learning where the layout
information is not fixed and needs to be dy-
namically rendered. For the first time, the text
and markup information is pre-trained in a
single framework for the VRDU tasks.

* MarkupLM integrates new input embedding
layers and pre-training strategies, which have
been confirmed effective on HTML-based
downstream tasks.

* The pre-trained MarkupLM models and codes
for fine-tuning will be publicly available at
https://aka.ms/markuplm.

2 MarkupLM

MarkupLM utilizes the DOM tree in markup lan-
guage and the XPath query language to obtain the
markup streams along with natural texts in markup-
language-based documents (Section 2.1). We pro-
pose this Transformer-based model with a new
XPath embedding layer to accept the markup se-
quence inputs (Section 2.2) and pre-train it with
three different-level objectives, including Masked
Markup Language Modeling (MMLM), Node Re-
lation Prediction (NRP), and Title-Page Matching
(TPM) (Section 2.3).
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Figure 2: The architecture of MarkupL.M, where the pre-training tasks are also included.

2.1 DOM Tree and XPath

A DOM!' tree is the tree structure object of a
markup-language-based document (e.g., HTML
or XML) in the view of DOM (Document Object
Model) wherein each node is an object representing
a part of the document.

XPath? (XML Path Language) is a query
language for selecting nodes from a markup-
language-based document, which is based on the
DOM tree and can be used to easily locate a node in
the document. In a typical XPath expression, like
/html/body/div/1i[1]/div/span[2],
the texts stand for the tag name of the nodes while
the subscripts are the ordinals of a node when
multiple nodes have the same tag name under a
common parent node.

We show an example of DOM tree and XPath
along with the corresponding source code in Figure
3, from which we can clearly identify the genealogy
of all nodes within the document, as well as their
XPath expressions.

2.2 Model Architecture

To take advantage of existing pre-trained models
and adapt to markup-language-based tasks (e.g.,
webpage tasks), we use the BERT (Devlin et al.,
2019) architecture as the encoder backbone and add
a new input embedding named XPath embedding
to the original embedding layer. The overview
structures of MarkupLLM and the newly-proposed
XPath Embedding are shown in Figure 2 and 4.

XPath Embedding For the i-th input token
xi, we take its corresponding XPath expression

"https://en.wikipedia.org/wiki/
Document_Object_Model
https://en.wikipedia.org/wiki/XPath

HTML Source Code

DOM Tree & XPath

Figure 3: An example of DOM tree and XPath with the
source HTML code.

and split it by "/" to get the node information
at each level of the XPath as a list, xp; =
[(th. 50) (1, 51). - (t. si)]. where d s the
depth of this XPath and (¢, j) denotes the tag
name and the subscript of the XPath unit on level
j for ;. Note that for units with no subscripts,
we assign 0 to s; To facilitate further processing,
we do truncation and padding on xp; to unify their
lengths as L.

The process of converting XPath expression into
XPath embedding is shown in Figure 4. For (17, ])
we input this pair into the j-th tag unit embedding
table and j-th subscript unit embedding table re-
spectively, and they are added up to get the j-th unit
embedding ue’. We set the dimensions of these

J
two embeddings as d,,.

ue} = TagUnitEmbj(t;)—kSubsUnitEmbj(S;)

We concatenate all the unit embeddings to get
the intermediate representation r; of the complete
XPath for z;.

ri = [uep;uel; - uel]
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Figure 4: Overview of the XPath embedding from an XPath expression.

Finally, to match the dimension of other embed-
dings, we feed the intermediate representation r;
into an FFN layer to get the final XPath embedding
xTe;.

re; = WQ[R@LU(WlTi + bl)] + bo,
Wl c ]R4dh><Ldu7 bl c R4dh,
Wy € RdhX4dh, by € R

where dj, is the hidden size of MarkupLLM. To sim-
plify the converting process, we have also tried re-
placing the FEN layer with a single linear transfor-
mation. However, this tiny modification makes the
training process much more unstable and slightly
hurts the performance so we keep the original de-
sign.

2.3 Pre-training Objectives

To efficiently capture the complex structures of
markup-language-based documents, we propose
pre-training objectives on three different levels, in-
cluding token-level (MMLM), node-level (NRP),
and page-level (TPM).

Masked Markup Language Modeling Inspired
by the previous works (Devlin et al., 2019; Xu et al.,
2020, 2021a), we propose a token-level pre-training
objective Masked Markup Language Modeling
(MMLM), which is designed to enhance the lan-
guage modeling ability with the markup clues. Ba-
sically, with the text and markup input sequences,
we randomly select and replace some tokens with

[MASK], and this task requires the model to re-
cover the masked tokens with all markup clues.

Node Relation Prediction Although the
MMLM task can help the model improve the
markup language modeling ability, the model
is still not aware of the semantics of XPath
information provided by the XPath embedding.
With the naturally structural DOM tree, we
propose a node-level pre-training objective Node
Relation Prediction (NRP) to explicitly model
the relationship between a pair of nodes. We
firstly define a set of directed node relationships
R € {self, parent, child, sibling,
ancestor, descendent, others}. Then we
combine each node to obtain the node pairs. For
each pair of nodes, we assign the corresponding
label according to the node relationship set, and
the model is required to predict the assigned
relationship labels with the features from the first
token of each node.

Title-Page Matching Besides the fine-grained
information provided by markups, the sentence-
level or topic-level information can also be lever-
aged in markup-language-based documents. For
HTML-based documents, the element <title>
can be excellent summaries of the <body>, which
provides a supervision for high-level semantics. To
efficiently utilize this self-supervised information,
we propose a page-level pre-training objective Title-
Page Matching (TPM). Given the element <body>
of a markup-based document, we randomly replace
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the text of element <t it 1e> and ask the model to
predict if the title is replaced by using the represen-
tation of token [CLS] for binary classification.

2.4 Fine-tuning

We follow the scheme of common pre-trained lan-
guage models (Devlin et al., 2019; Liu et al., 2019)
and introduce the fine-tuning recipes on two down-
stream tasks including reading comprehension and
information extraction.

For the reading comprehension task, we model it
as an extractive QA task. The question and context
are concatenated together as the input sequence,
and slicing is required when its length exceeds a
threshold. For tokens of questions, the correspond-
ing XPath embeddings are the same as [PAD] to-
ken. We input the last hidden state of each token
to a binary linear classification layer to get two
scores for start and end positions, and make span
predictions with these scores following the com-
mon practice in SQuAD (Rajpurkar et al., 2016).

For the information extraction task, we model
it as a token classification task. We input the last
hidden state of each token to a linear classification
layer, which has n 4 1 categories, where n is the
number of attributes we need to extract and the
extra category is for tokens that belong to none of
these attributes.

3 Experiments

In this work, we apply our MarkupLM frame-
work to HTML-based webpages, which is one
of the most common markup language scenarios.
Equipped with the existing webpage datasets Com-
mon Crawl (CC)?, we pre-train MarkupLM with
large-scale unlabeled HTML data and evaluate the
pre-trained models on web-based structural reading
comprehension and information extraction tasks.

3.1 Data

Common Crawl The Common Crawl (CC)
dataset contains petabytes of webpages in the form
of raw web page data, metadata extracts, and text
extracts. We choose one of its snapshots*, and
use the pre-trained language detection model from
fasttext (Joulin et al., 2017) to filter out non-
English pages. Specifically, we only take the page
when the model predicts it as English with the clas-
sifier score > 0.6 and discard all the others. Besides,
*https://commoncrawl.org/

*https://commoncrawl.org/2021/08/
july-august-2021-crawl-archive—available/

we only keep the tags that may contain texts (e.g.
<div>, <span>, <1i>, <a>, etc.) and delete
those with no texts (e.g., <script>, <style>,
etc.) in these pages to save storage space. After
pre-processing, a subset of CC with 24M English
webpages is extracted as our pre-training data for
MarkupLM.

WebSRC The Web-based Structural Reading
Comprehension (WebSRC) dataset (Chen et al.,
2021) consists of 440K question-answer pairs,
which are collected from 6.5K web pages with cor-
responding HTML source code, screenshots, and
metadata. Each question in WebSRC requires a
certain structural understanding of a webpage to
answer, and the answer is either a text span on the
web page or yes/no. After adding the additional
yes/no tokens to the text input, WebSRC can be
modeled as a typical extractive reading compre-
hension task. Following the original paper (Chen
et al., 2021), we choose evaluation metrics for this
dataset as Exact match (EM), F1 score (F1), and
Path overlap score (POS). We use the official split
to get the training and development set. Note that
the authors of WebSRC did not release their test-
ing set, so all our results are obtained from the
development set.

SWDE The Structured Web Data Extraction
(SWDE) dataset (Hao et al., 2011) is a real-world
webpage collection for automatic extraction of
structured data from the Web. It involves 8 ver-
ticals, 80 websites (10 per vertical), and 124,291
webpages (200 - 2,000 per website) in total. The
task is to extract the values corresponding to a
set of given attributes (depending on which ver-
tical the webpage belongs to) from a webpage, like
value for author in book pages. Following previ-
ous works (Hao et al., 2011; Lin et al., 2020; Zhou
et al., 2021), we choose page-level F1 scores as
our evaluation metrics for this dataset.

Since there is no official train-test split, we fol-
low previous works (Hao et al., 2011; Lin et al.,
2020; Zhou et al., 2021) to do training and evalu-
ation on each vertical (i.e., category of websites)
independently. In each vertical, we select k consec-
utive seed websites as the training data and use the
remaining 10 — k websites as the testing set. Note
that in this few-shot extraction task, none of the
pages in the 10 — k websites have been visited in
the training phase. This setting is abstracted from
the real application scenario where only a small
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Model Modality EM F1 POS
T-PLM (BERTgASE) Text 52,12 61.57 79.74
H-PLM (BERTgASE) Text + HTML 61.51 67.04 8297

- V-PLM (BERTgAsw) Text + HIML + Image 6207 66.66 83.64
T-PLM (RoBERTagasg) Text 52.32 63.19 80.93
H-PLM (RoBERTagasg) Text + HTML 62.77 68.19 83.13
MarkupLMp g Text + HTML 68.39 74.47 87.93
T-PLM (ELECTRA ARcE)  Text 61.67 69.85 84.15
H-PLM (ELECTRApARcE) Text + HTML 70.12  74.14 86.33

- V-PLM (ELECTRApARGE) _Text + HTML + Image  73.22 7616  87.06
T-PLM (RoBERTar arcr)  Text 58.50 70.13 83.31
H-PLM (RoBERTar argr)  Text + HTML 69.57 74.13 85.93
MarkupLM; ArcE Text + HTML 74.43 80.54 90.15

Table 1: Evaluation results on the WebSRC development set. Results on BERT and ELECTRA are obtained from
the original paper (Chen et al., 2021), while those on RoBERTa are our re-running.

Model \ #Seed Sites k=1 k=2 k=3 k=4 k=5

SSM (Carlson and Schafer, 2008)  63.00 64.50 69.20 71.90 74.10
Render-Full (Haoetal,2011) 8430 86.00 86.80 88.40 88.60
FreeDOM-NL (Linetal.,, 2020) ~ 72.52 81.33 86.44 88.55 90.28
FreeDOM-Full (Linetal, 2020) 8232 86.36 9049 91.29 92.56
SimpDOM (Zhou et al., 2021) 83.06 88.96 91.63 92.84 93.75
MarkupLMp sk 82.11 91.29 9442 9531 95.89
MarkupLM; A rcE 8571 9357 96.12 96.71 97.37

Table 2: Comparing the extraction performance (F1 score) of five baseline models to our method MarkupLM using
different numbers of seed sites k = {1,2,3,4,5} on the SWDE dataset, the results are from (Zhou et al., 2021).
Each value in the table is computed from the average over 8 verticals and 10 permutations of seed websites per

vertical (80 experiments in total).

set of labeled data is provided for specific websites
and we aim to infer the attributes on a much larger
unseen website set. The final results are obtained
by taking the average of all 8 verticals and all 10
permutations of seed websites per vertical, leading
to 80 individual experiments for each k. For the
pre- and post-processing of data, we follow Zhou
et al. (2021) to make a fair comparison.

3.2 Settings

Pre-training The size of the selected tags and
subscripts in XPath embedding are 216 and 1,001
respectively, the max depth of XPath expression
(L) is 50, and the dimension for the tag-unit and
subscript-unit embedding (d,,) is 32. The token-
masked probability in MMLM and title-replaced
probability in TPM are both 15%, and we do
not mask the tokens in the input sequence corre-

sponding to the webpage titles. The max num-
ber of selected node pairs is 1,000 in NRP for
each sample, and we limit the ratio of pairs with
non-others (ie, self, parent, ---) la-
bels as 80% to make a balance. We initialize
MarkupLLM from RoBERTa and train it for 300K
steps on 8 NVIDIA A100 GPUs. We set the total
batch size as 256, the learning rate as 5e-5, and the
warmup ratio as 0.06. The selected optimizer is
AdamW (Loshchilov and Hutter, 2019), with € =
le—6, 61 =0.9, B2 = 0.98, weight decay =
0.01, and a linear decay learning rate sched-
uler with 6% warmup steps. We also apply
FP16, gradient-checkpointing (Chen
etal., 2016), and deepspeed (Rasley et al., 2020)
to reduce GPU memory consumption and acceler-
ate training.
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Ver. \#Seed k=1 k=2 k=3 k=4 k=5 Ver. \#Seed k=1 k=2 k=3 k=4 k=5
auto 70.63 89.08 9473 9545 98.15 auto 7477 86.88 9622 96.46 99.19
book 81.89 8743 89.40 90.26 90.35 book 85.73 92.01 9297 9329 9346

camera 84.65 9272 94.63 9516 94.99 camera 85.18 95.09 96.22 96.69 96.27
job 76.86  86.19 90.02 9099 92.34 job 80.64 90.67 90.41 90.72 92.99
movie 90.53 9487 9785 9891 99.37 movie 9427 9855 99.23 99.66 99.58
nbaplayer 8592 9197 9431 9415 96.07 nbaplayer 88.95 9427 97.76 98.26 98.77
restaurant 8276 9225 9587 98.70 97.04 restaurant 87.06 9437 98.06 98.7 98.83
university 83.67 9580 98.55 98.82 98.77 university 89.10 96.69 98.07 99.87 99.88
Average 82.11 9129 9442 9531 95.89 Average 85.71 93.57 96.12 96.71 97.37

Table 3: Evaluation results of MarkupLM (BASE on left and LARGE on right) on the SWDE dataset with different
numbers of seed sites k = {1,2,3,4,5} for training, Ver. stands for vertical while #Seed is the number of seed

sites.

Fine-tuning For WebSRC, we fine-tune Marku-
pLM for 5 epochs with the total batch size of 64,
the learning rate of le-5, and the warmup ratio of
0.1. For SWDE, we fine-tune MarkupLM with 10
epochs, the total batch size of 64, the learning rate
of 2e-5, and the warmup ratio of 0.1. The max
sequence length is set as 384 in both tasks, and we
keep other hyper-parameters as default.

3.3 Results

The results for WebSRC are shown in Table 1. Se-
lected baselines are T-PLM, H-PLM, and V-PLM
in Chen et al. (2021), referring to the paper for
more details. To make a fair comparison, we re-run
the released baseline experiments with RoBERTa.
We observe MarkupLLM significantly surpass H-
PLM which uses the same modality of information.
This strongly indicates that MarkupLLM makes bet-
ter use of the XPath features with the specially
designed embedding layer and pre-training objec-
tives compared with merely adding more tag to-
kens into the input sequence as in H-PLM. Be-
sides, MarkupLLM also achieves a higher score than
the previous state-of-the-art V-PLM model that re-
quires a huge amount of external resources to ren-
der the HTML source codes and uses additional vi-
sion features from Faster R-CNN (Ren et al., 2015),
showing that our render-free MarkupLLM is more
lightweight and can learn the structural information
better even without any visual information. It is
also worth noting that adding HTML tags as input
tokens in H-PLM and V-PLM drastically increases
the length of input strings, so more slicing oper-
ations are required to fit the length limitation of
language models, which results in more training
samples (~860k) and longer training time, while
MarkupLM does not suffer from this (only ~470k
training samples) and can greatly reduce training

time.

The results for SWDE are in Table 2 and 3. It
is observed that our MarkupLLM also substantially
outperforms the strong baselines. Different from
the previous state-of-the-art model SimpDOM
which explicitly sends the relationship between
DOM tree nodes into their model and adds huge
amounts of extra discrete features (e.g., whether
a node contains numbers or dates), MarkupLM
is much simpler and is free from time-consuming
additional webpage annotations. We also report
detailed statistics with regard to different verticals
in Table 3. With the growth of k£, MarkupLM gets
more webpages as the training set, so there is a
clear ascending trend reflected by the scores. We
also see the variance among different verticals since
the number and type of pages are not the same.

3.4 Ablation Study

To investigate how each pre-training objective con-
tributes to MarkupLM, we conduct an ablation
study on WebSRC with a smaller training set con-
taining 1M webpages. The model we initialized
from is BERT-base-uncased in this sub-section with
all the other settings unchanged. The results are
in Table 4. According to the four results in #1,
we see both of the newly-proposed training objec-
tives improve the model performance substantially,
and the proposed TPM (+4.6%EM) benefits the
model more than NRP (+2.4%EM). Using both
objectives together is more effective than using ei-
ther one alone, leading to an increase of 5.3% on
EM. We can also see a performance improvement
(+1.9%EM) from #1d to #2a when replacing BERT
with a stronger initial model RoOBERTa. Finally, we
get the best model with all three objectives and bet-
ter initialization on larger data, as the comparison
between #2a and #2b.
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Pre-training Data Objectives Metrics
# Initialization Samples MMLM NRP TPM EM F1 POS
la BERTBASE M v 5429 6147 82.03
1b BERTgBAsE IM v v 56.72  65.07 83.02
Ic BERTBAsSE M v v’ 58.87 66.74 83.85
1d BERTgpAsE IM v v v 5956 68.12 84.80
2a  RoBERTapasgk M v v v 6148 69.15 84.32
2b RoBERTapask 24M v v v 6839 7447 87.93

Table 4: Ablation study on the WebSRC dataset, where EM, F1 and POS scores on the development set are
reported. "MMLM", "NRP" and "TPM* stand for Masked Markup Language Model, Node Relation Prediction
and Title Page Matching respectively. All these models, except #2b, are pre-trained with 200k steps and the same

hyper-parameter settings described in Section 3.2.

4 Related Work

Multimodal pre-training with text, layout, and im-
age information has significantly advanced the re-
search of document AI, and it has been the de
facto approach in a variety of VRDU tasks. Al-
though great progress has been achieved for the
fixed-layout document understanding tasks, the ex-
isting multimodal pre-training approaches cannot
be easily applied to markup-based document under-
standing in a straightforward way, because the lay-
out information of markup-based documents needs
to be rendered dynamically and may be different
depending on software and hardware. Therefore,
the markup information is vital for the document
understanding. Ashby and Weir (2020) compared
the Text+Tags approach with their Text-Only equiv-
alents over five web-based NER datasets, which
indicates the necessity of markup enrichment of
deep language models. Lin et al. (2020) presented
a novel two-stage neural approach named Free-
DOM. The first stage learns a representation for
each DOM node in the page by combining both
the text and markup information. The second stage
captures longer range distance and semantic re-
latedness using a relational neural network. Ex-
periments show that FreeDOM beats the previous
SOTA results without requiring features over ren-
dered pages or expensive hand-crafted features.
Zhou et al. (2021) proposed a novel transferable
method SimpDOM to tackle the problem by ef-
ficiently retrieving useful context for each node
by leveraging the tree structure. Xie et al. (2021)
introduced a framework called WebKE that ex-
tracts knowledge triples from semi-structured web-
pages by extending pre-trained language models to

markup language and encoding layout semantics.
However, these methods did not fully leverage
the large-scale unlabeled data and self-supervised
pre-training techniques to enrich the document rep-
resentation learning. To the best of our knowl-
edge, MarkupLLM is the first large-scale pre-trained
model that jointly learns the text and markup lan-
guage in a single framework for VRDU tasks.

5 Conclusion and Future Work

In this paper, we present MarkupLM, a simple
yet effective pre-training approach for text and
markup language. With the Transformer architec-
ture, MarkupLM integrates different input embed-
dings including text embeddings, positional embed-
dings, and XPath embeddings. Furthermore, we
also propose new pre-training objectives that are
specially designed for understanding the markup
language. We evaluate the pre-trained MarkupLM
model on the WebSRC and SWDE datasets. Exper-
iments show that MarkupLLM significantly outper-
forms several SOTA baselines in these tasks.

For future research, we will investigate the
MarkupLLM pre-training with more data and more
computation resources, as well as the language
expansion. Furthermore, we will also pre-train
MarkupLLM models for digital-born PDFs and Of-
fice documents that use XML DOM as the back-
bones. In addition, we will also explore the relation-
ship between MarkupLM and layout-based mod-
els (like LayoutLM) to deeply understand whether
these two kinds of models can be pre-trained un-
der a unified multi-view and multi-task setting and
whether the knowledge from these two kinds of
models can be transferred to each other to better
understand the structural information.
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