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Abstract

Intelligent conversational assistants have be-
come an integral part of our lives for perform-
ing simple tasks. However, such agents, for ex-
ample, Google bots, Alexa and others are yet to
have any social impact on minority population,
for example, for people with neurological disor-
ders and people with speech, language and so-
cial communication disorders, sometimes with
locked-in states where speaking or typing is a
challenge. Language model technologies can
be very powerful tools in enabling these users
to carry out daily communication and social
interactions. In this work, we present a sys-
tem that users with varied levels of disabilties
can use to interact with the world, supported
by eye-tracking, mouse controls and an intel-
ligent agent Cue-bot, that can represent the
user in a conversation. The agent provides
relevant controllable ‘cues’ to generate desir-
able responses quickly for an ongoing dialog
context. In the context of usage of such sys-
tems for people with degenerative disorders,
we present automatic and human evaluation of
our cue/keyword predictor and the controllable
dialog system and show that our models per-
form significantly better than models without
control and can also reduce user effort (fewer
keystrokes) and speed up communication (typ-
ing time) significantly.

1 Introduction

Conversational agents, especially systems such as
Alexa and Google Home, have become commod-
ity items in people’s homes. Such systems have
enabled carrying out one-shot tasks such as setting
reminders, playing music and accessing informa-
tion simpler for the general population. We also
have other PC and cloud based chatbots that are
designed to perform certain goals or tasks, or to
just engage in a casual conversation/chat with a
user. The latter class of open-domain conversa-
tional agents have not yet seen widespread adop-
tion besides mostly research exploration projects

for developing conversational agents (Ram et al.,
2018).

Large language models are being developed
today with end-to-end pre-training. Large-scale
pre-training has attained significant performance
gains across many tasks within NLP (Devlin et al.,
2019; Radford and Narasimhan, 2018), including
intent prediction (Castellucci et al., 2019; Chen
et al., 2019) and dialogue state tracking (Heck
et al., 2020). Open-domain chatbots are also be-
ing trained using generative language modeling
objective of minimizing perplexity on next word
prediction task using large conversational corpora
and transformer based models. These models have
demonstrated surprising generality, with models
like DialoGPT (Zhang et al., 2020b), Meena (Adi-
wardana et al., 2020) and Blender (Roller et al.,
2020) achieving response generation performance
competitive with humans in certain settings. These
improving systems still suffer from issues such as
repeated responses, hallucinated facts, and lack of
controllability, grounding and embodiment (See
et al., 2019).

With the availability of these pre-trained lan-
guage enabling models, novel products and applica-
tions are emerging in several domains (Bommasani
et al., 2021). One such accessesibility application
we are exploring is aimed towards leveraging lan-
guage modeling technology to support minority
group of people with certain disabilities 1 to com-
municate with others effectively. One such exam-
ple is Amyotrophic Lateral Sclerosis (ALS) or Mo-
tor Neuron Disease(MND), a progressive, degener-
ative, neurological disorder where people lose their
muscle movement, voice and the ability to carry out
a normal day-to-day communication. There have
been technologies and platforms, one such exam-
ple is Assistive Context-Aware Toolkit (ACAT)2,

1According to WHO, there are more than 1 Billion people
with disabilities

2https://01.org/ACAT
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Figure 1: A dialog system for an assistive use-case can listen to a conversation and provide diverse cues to the user.
These cues, provide human control to the dialog system that can generate relevant responses that can further be
edited.

that enable these users to communicate, but it takes
huge effort and time for these patients to communi-
cate sentences character by character using various
data input mechanisms that suit their situation such
as gaze, fingers or muscle movements.

We want to enable full and faster communica-
tion and provide interaction support tools for peo-
ple with such disabilities by having an intelligent
agent be their voice and content assistent. The sys-
tem should use very limited user input (e.g. gaze,
single muscle movement, facial gesture, etc) and
suggest cues and cue-based responses that can be
interactively chosen and edited for near real time
social interactions. The goal of such a system is to
minimize the effort by minimizing the keystrokes
input required for continued coherent interactions.
Today’s response generation systems suffer from
several issues and are very hard to use as-is for
our usage requirements. The system for our usage
needs to be context-aware, personalized, should
enable minimal user-intervention and most impor-
tantly, be assistive and controllable by the user.
Fast response generation with response cues, edit-
ing and auto complete features can dramatically
reduce the silence gap in the conversation resulting
from users slower keystroke by keystroke input.

Our contributions in this work are, i) Minority
Group Application: We bring forth a novel us-
age for open-domain chatbots/response generation
systems, i.e., designing a reponse generation sys-
tem that will represent users with communication
disabilities and help them fulfill their day-to-day
communication needs. ii) Minimal user effort
and intervention: We show that the keyword pre-
dictor models can speed up communication time by
suggesting cues to the user. We also present a tech-

nique for controllable response generation using
these cues. We present human and automatic eval-
uation for this approach. iii) Demo Interface: We
showcase a demo where a user can interact only
using his/her eyes to control the interface, with
minimum effort and time.

2 Motivation

To enable people with MND and other disabili-
ties to communicate, Intel Labs developed ACAT,
an open source platform that was originally devel-
oped for Professor Stephen Hawking. With ACAT,
users have complete access to the capabitlies of
their computers that they can control using various
modalities and sensors such as proximity sensors,
eye-gaze and further capabilities such as BCI-based
controls are being developed. ACAT also includes
word prediction, speech synthesis capabilities, this
allows users to respond to ongoing conversations,
and a range of tasks such as accessing emails, edit-
ing documents and browsing the web.

In ACAT, users can choose words that appear
from the word predictors, or select letters to cre-
ate words using the input modality that suits their
condition. While this empowers users to communi-
cate, this still involves a lot of effort in terms of the
word/letter selections and involves a huge latency.
With this work, we aim to reduce the user effort
and intervention and also the time in generating a
user response, by using the state of the art language
modeling technology as will be described in the be-
low sections. Our goal is to also integrate this work
into the current ACAT system to enable the user
to select entire responses based on input keywords,
with minimum effort and intervention.
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3 System Architecture

Figure 1 shows the interaction flow of the Cue-bot
system. Consider an ongoing conversation between
an interlocutor and the user. An Automatic Speech
Recognition (ASR) system converts the interlocu-
tor’s current utterance to text. This, in addition to
the dialog context, is input into the cue-generator
model (described below), which outputs the possi-
ble cues or keywords for a potential response to the
input that the user might want to respond with. In
the figure, given the utterance "Hi Peter, what are
you upto this Friday?", the cue-generator generates
"movie", "family", "home" that the user can choose
from. The interface also allows the user to enter
his/her own cue or keyword, if the user needs, in
case none of the suggested words are relevant. The
user uses the Tobii eye-tracker and the OptiKey
mouse controls to make a keyword selection or to
type out a keyword of his/her choice.

Once the user chooses or enters a custom key-
word, this information is sent to the Cue/Keyword-
based Response Generation system (details below)
that generates multiple responses relevant to the
cue/keyword. The user can 1) choose one of these
responses to use as his/her response to the interlocu-
tor, 2) edit one of the responses or 3) type out the
entire response if none of the suggested responses
are relevant. These modules are described in detail
below.

3.1 Models

The main software components of the system in-
clude the cue/keyword generator and the response
generation models which are described in the sec-
tions below.

3.1.1 Cue/Keyword Generator
In order to minimize the keystrokes in the interac-
tion and hence user effort, we build a model that
can generate keywords that could aid in generating
the user’s response in the conversation. We present
two types of keyword generators in this section -
extractive and generative. To train the model, we
obtain the data by extracting ‘key’ terms from the
dataset. This data is generated automatically, hence
enabling end-to-end automatic pipeline, without
the need for any other additional data collection or
labeling efforts. Given a conversation context and
a response output, keywords are extracted from
the response utterance and incorporated into the
model. We use keyBERT (Grootendorst, 2020) to

extract meaningful keywords from the responses.
This technique uses BERT-embeddings and cosine
similarity to find the sub-phrases in a document
that are most similar to the document itself.

Extractive keyword predictor: Given a con-
versation context, we use DialoGPT(Zhang et al.,
2020b) with diverse beam search(Vijayakumar
et al., 2018) to generate multiple responses (we
use 10 beams, 2 groups and diversity_penalty of
5.5). We then use keyBERT(Grootendorst, 2020)
to extract keywords from the beam outputs and
present these as keyword suggestions.

Generative keyword predictor: We fine-tune a
large pretrained language model, GPT2, to gener-
ate keywords for a given context, and present these
as suggestions. We use the training and validation
dataset from DailyDialog (Li et al., 2017a) to build
the keyword predictor. For evaluation of these mod-
els, we use the top keyword prediction. We further
use diverse beam search (same configuration as
above) and generate multiple keyword suggestions.

Cue/Keyword based Response Generation
Given the conversation context, we enable fine-
grained control over the responses generated by
training the model with important keywords auto-
matically generated (as described above). For a
given conversation context, we incorporate key-
words into the model by adding new keyword-
specific-tokens, in addition to dialog-state/speaker
tokens that represent speaker turns in the dialog.
We further extend the dialog-state embeddings to
add ‘keyword-state-embeddings’ with special key-
word separator token to indicate the positions of
the keyword tokens.

In this work, we modify the HuggingFace Trans-
ferTransfo model (Wolf et al., 2019) architecture,
a model is similar to the Transformer based archi-
tecture from (Radford and Narasimhan, 2018) that
uses autoregressive and discriminative fine-tuning
by optimizing a combination of two loss functions
: 1) language modeling loss and 2) next-utterance
classification loss. We incorporate fine-grained
keyword-based control as model inputs and fine-
tune this model on the DailyDialog dataset with
multi-task objective.

3.2 Other Components

Eye-Tracker To support users with severe neuro-
logical disabilities who are unable to move, speak
or type, we enable interaction with the system
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Figure 2: Cue-bot interface

through an additional input modality: eye-gaze
tracking. We use the Tobii eye-tracker 3, (specif-
ically the gaming version to lower the cost of the
system), that works with Windows systems and
can be mounted on the laptop or any other external
monitor. This device needs to be calibrated to work
for a user. This device has already been in use with
the ACAT system supporting users with MND.

Mouse Control While the Tobii eye-tracker
tracks the user’s gaze, we need to translate the gaze
to a mouse-click event. For this, we use OptiKey 4,
which is an on-screen keyboard designed for users
with MND, to interact with Windows systems. Op-
tiKey can be integrated with the Tobii eye-tracker
to allow users to control the system using eye-gaze
only. We modify the OptiKey software to show
the specific buttons needed to control the UI, such
as left-click (single and double), right click, scroll
up-down, finer mouse movement (in pixels).

Automatic Speech Recognition In a real system,
where the user is communicating with an inter-
locutor, we need the cue-bot to be listening to the
conversation in order to make relevant keyword
and response suggestions to the user. To incorpo-
rate this in the web-interface as well, we integrate
Google ASR that converts the interlocutor’s speech
to text that can be input into our models. This is
enabled on a button-click on our user-interface as
shown in Figure 2.

3https://gaming.tobii.com/product/eye-tracker-5/
4https://github.com/OptiKey/OptiKey

User Interface Design Figure 2 shows the user
interface for this system. The top text area shows
the placeholder for the interlocutor’s utterance, that
is obtained by converting speech-to-text using ASR.
The interface is divided into two parts, the top area
is further split into two panes 1) the left pane dis-
plays the generated keywords from the keyword
predictor. The user can also add a custom key-
word by clicking on the ‘Add Custom Keyword’
button. Once a keyword choice is made, 2) the
right pane displays the generated responses from
the keyword-based response generation model. The
bottom area shows the virtual keyboard with but-
tons large enough to enable the gaze-tracker to
detect gaze without ambiguities. Picking one of
the generated responses from the right phrase pane,
populates it into the textarea which can be edited
by the user if needed. The ‘Speak’ button converts
the user’s response to speech. Finally, the chat win-
dow on the bottom-right keeps track of the ongoing
conversation for the user’s reference.

4 Experimental Setup

We initialize the TransferTransfo model with
weights of DialoGPT ‘medium’ model with 345M
parameters. We also use two candidates for the
next utterance prediction task. We use a batch_size
of 64 for training, nucleus sampling for generation
with top_p set to 0.9. We fine-tune the model for 3
epochs. We compare the model trained without any
information with a keyword-context model trained
with keyword as auxillary input information.
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4.1 Datasets

We use the Dailydialog dataset (Li et al., 2017b),
which consists of 13,118 daily conversations in-
volving various topics such as tourism, culture, and
education among others. This dataset serves as a
starting point for AAC applications as it contains
suitable interactions for building applications to
support social communication and daily life inter-
actions. The training set has about 11,000 con-
versations, and the validation and test sets have
1000 conversations each. We use the test set, con-
sisting of 6740 context-response pairs, to evaluate
our models which will be discussed in the results
section.

4.2 Automatic Evaluation

We use several automatic metrics to compute the
performance of our models.

Metrics for Evaluating Keyword Predictor Mod-
els The keyword predictor model should be able
to generate diverse keywords to present varied op-
tions for users to choose from. We evalute the ex-
tractive and generative models based on averaged
cosine similarity between generated keywords as
a measure of diversity; lower the similarity, higher
the diversity. We hypothesize that meaningful key-
words will result in generation of meaningful and
context-relevant responses. Hence, we compute
‘human-like’ and coherence scores for the gener-
ated responses using DialogRPT (Gao et al., 2020),
a model trained to predict human feedback dialogue
responses.

Metrics for Evaluating Controllable Response
Generation Model :

1) Keyword Insertion Accuracy(KIA): To eval-
uate the ability of the response generation model to
induce a keyword into the response, thus enabling
fine-grained control, we compute the keyword-
insertion accuracies of the models.

2) Similarity Based Metrics: Because we in-
tend to generate responses based on keywords, com-
puting measures of similarity between the gener-
ated response and ground truth response (in the
learnt embedding space) gives a good assesment
for the model performance. We use BLEURT (Sel-
lam et al., 2020), BERTScore (Zhang et al., 2020a)
, Sentence-BERT (Reimers and Gurevych, 2019)
to compute similarity between generated response
and ground truth.

3) Response Quality Metrics: For response

quality aspects of fluency and context-coherence,
we perform language model based evaluation. We
also perform n-gram based diversity evaluation. We
also measure the perpelexity (PPL) by employing
a pre-trained GPT-2 "medium" model.

4.3 Human Evaluation

Keystrokes and Typing Time One of the main
focus of this work is minimizing user effort, time
and intervention. With this in mind, we evalu-
ate and compare the number of keystrokes and
typing time taken by a user with and without
our models (keyword prediction+response gener-
ation models). Please note that in absence of our
models, the user will need to type out the en-
tire response character by character. We consider
two scenarios, 1) user picks a suggested keyword
(#keystrokes=1), 2) user enters his/her own key-
word (#keystrokes=#characters entered). We also
consider edited responses (#keystrokes=1) and non-
edited responses (#keystrokes=#edits).

Evaluation of the keyword-based response gen-
eration models We randomly pick 100 dialog
contexts and present the context along with the key-
word and pairs of responses from the models and
ask 3 annotators to rate the responses based on the
following criteria: 1) Fluency: how natural and flu-
ent the responses are, 2) Generic: are the responses
too generic given the dialog context?, 3) Context
relevance: how relevant and coherent is a response
to a given dialog context, 4) Keyword relevance:
how relevant is a response to the input keyword?
We present pairs of responses from the no-keyword
and the keyword-based model, and provide 4 op-
tions for for each of the above criteria: A better
than B, B better than A, Both and, Neither.

5 Results

5.1 Automatic Evaluation Results

Keyword Predictor Models: From Table 2, we
can observe that the generative keyword predictor
tends to generate more diverse keywords (lower
similarity score), which is very important in our
use-case. The responses generated by choosing the
keywords from the generative predictor are more
coherent and human-like.

Cue/Keyword controlled models: Table 1
shows the performance of the response generation
models. From the table, the KIA for the no_kw
model is negligible, given the one to many nature
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KIA Similarity BLEURT BERT Score Context Diversity Fluency PPL↓
no_kw 0.083 0.271 -1.035 0.868/0.836/0.851 0.541 1.592 0.407 39.098
kw_context 0.672 0.539 -0.607 0.844/0.853/0.868 0.568 1.789 0.403 41.752

Table 1: Performance of the keyword-based response generation model

Kw Predictor Coherence Human-like Diversity↓
Generative 0.903 0.641 0.227
Extractive 0.891 0.595 0.265

Table 2: Evaluation of keyword predictor models.

of open domain dialog. By guiding the model with
cues or keywords, the KIA goes up to 67.2%. The
cue/keyword based model outperforms the no_kw
model in all of the similarity-based and response
quality metrics, except perplexity where the no_kw
model is lower.

5.2 Human Evaluation Results

Figure 3: Results from human evaluation. (One-Sample
Wilcoxon Signed Rank Test (mu=0) for the statistical
tests.*** p<0.001, ** p<0.01, * p<0.05.)

Keystrokes & Typing time We compute both
the interaction time and keystrokes to compare the
keyword-based interaction models with typing out
the entire sentences for 2 scenarios: 1) keyword
picked from suggestion and 2) custom keyword
entered. For 1) on average, using our models, it
takes only 10% of the keystrokes taken to type out
the entire sentence, and it takes 30% of the time
to type the entire sentence, i.e., 70% of time is
saved. For case 2) with our system, it takes about
35% of the keystrokes taken to type out the entire
responses (with edits) and saves about 40% of the
time to type the entire sentence.

Keyword-based response generation evaluation
Figure 3 shows the scores for the response qual-
ity metrics for different model. From human rat-
ings, we observe that the kw_context model out-
performs the model without control, on all metrics
significantly. The keyword-based model generates
more fluent and relevant responses while at the

same time, generating less generic responses com-
pared to the no_keyword model.

6 Conclusion and Future Work

In this work, we present a system to support users
with MND and other disabilities to carry out day
to day social interactions with lesser effort, time
and interventions. We use input modalities such as
gaze tracking that allows users to control the entire
interface only using their eyes. We build models
that utilizes the ongoing conversations and suggests
possible cues/keywords that the users can use, and
generate relevant responses based on the selected
keyword. We show through automatic and human
evaluations that our models are better than the mod-
els without control and also save significant time
and effort in interactions. For future work, we aim
to integrate it with the ACAT toolkit that already
supports MND users, to improve their quality of
communication. We also aim to personalize the sys-
tem by using user’s data when available and also
build a system that can continually learn through
user interactions.

7 Ethics

CueBot aims to support users with disabilities and
allow them to communicate while also enabling
them to control the response generation. The sys-
tem has been evaluated with automatic and human
evaluation via AMT, where the AMT workers were
fairly compensated (average >$15 per hour). Our
tasks involved providing responses from humans
and model which were rated by the AMT workers.
We tried to mitigate any bias in the choices made by
turkers by constantly shuffling the responses that
we present. In our experiment we didn’t collect any
additional personal details (other than those collect
by AMT by default) or identities from AMT work-
ers’, hence preserving their privacy. The next steps
is to integrate this system with ACAT to enable user
studies with ALS patients and further gain their
feedback to improve the AI modules. Both the key-
word suggestion and response generation modules
use pre-trained language model DialoGPT (Zhang
et al., 2020c) finetuned on DailyDialog dataset con-
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versations. Given this, the responses generated
could contain improper content or bias (from the
large dataset these models are pre-trained on). This
raises some important ethical questions that we in-
tend to tackle as part of future work. In this current
work we have not explored bias mitigation, which
will also be a part of future work.
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