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Abstract
Automatic Speech Recognition (ASR) sys-
tems generally do not produce punctuated tran-
scripts. To make transcripts more readable
and follow the expected input format for down-
stream language models, it is necessary to add
punctuation marks. In this paper, we tackle
the punctuation restoration problem specifi-
cally for the noisy text (e.g., phone conversa-
tion scenarios). To leverage the available writ-
ten text datasets, we introduce a data sampling
technique based on an n-gram language model
to sample more training data that are similar to
our in-domain data. Moreover, we propose a
two-stage fine-tuning approach that utilizes the
sampled external data as well as our in-domain
dataset for models based on BERT. Extensive
experiments show that the proposed approach
outperforms the baseline with an improvement
of 1.12% F1 score.

1 Introduction

ASR systems are widely deployed in many prod-
ucts to support a variety of business applications,
such as customer support, virtual assistants, and
conversational systems. The context for this re-
search is to build commercial products that per-
form realtime transcription of English business tele-
phone calls, with additional natural language pro-
cessing to enable features such as assistance for
customer support agents and note-taking during
business meetings. Though ASR systems trained
on large amounts of data can transcribe human
speech with high accuracy (Kannan et al., 2019;
Baevski et al., 2020), spoken dialogue transcripts
produced by such systems often exclude punctu-
ation marks. Therefore, the user reading a long
unpunctuated transcript may find it unreadable (Ze-
lasko et al., 2018; Alam et al., 2020).

Beyond the need for readability, downstream
natural language understanding (NLU) models use
transcripts to provide more business insights. Many
NLU models (e.g., sentiment analysis and named

entity recognition (NER)) achieving state-of-the-
art performance are based on large-scale language
models (e.g. BERT (Devlin et al., 2019)), which
are often pre-trained on well-punctuated texts such
as English Wikipedia and BookCorpus (Zhu et al.,
2015). However, NLU models trained on such
datasets may not perform well on unpunctuated
transcripts. Thus, for the conversational domain,
punctuated speech transcripts are also necessary.

While most prior research has focused on au-
tomatically punctuating monologue speech tran-
scripts, our work is focused on transcripts of real-
world phone conversations with turn-taking be-
tween two or more people. Spontaneous turn-
taking conversations typically are more noisy than
monologues because they might contain speech
overlaps, false starts, repetitions, and higher tran-
scription word error rates. One way to address
this problem is to obtain large amounts of human-
punctuated transcripts as training data. How-
ever, human annotation is expensive and time-
consuming. In this paper, we propose a novel way
to leverage freely available external data to improve
the punctuation restoration accuracy in human-to-
human business conversational data. The main
contributions of this paper are as follows:

• We introduce a new data sampling technique
based on an n-gram language model to select
additional training data relevant to our target
domain from publicly available datasets. Then
we propose a two-stage fine-tuning approach
based on BERT to train our model.

• Extensive experiments show that the proposed
method is effective to improve performance
on unpunctuated noisy data collected from an
ASR system. Since our goal is to develop a
punctuation restoration model for real-time
scenarios in production, we also analyze the
performance of different layers in BERT and
observe that layer reduction significantly im-
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proves the inference speed while maintaining
the accuracy. As a secondary contribution, we
demonstrate the production environment that
we use to deploy the trained model.

2 Related Work

In this section, we first review the recent work on
punctuation restoration. Since we sample addi-
tional training data from external corpora, we also
review related work on data sampling.

2.1 Punctuation Restoration
Most of the punctuation restoration models for-
mulate the problem as a sequence labeling task
(Hentschel et al., 2021; Yi et al., 2020; Chen et al.,
2021b; Huang et al., 2021; Nagy et al., 2021). The
model architectures vary from the RNNs to the pre-
trained contextualized language models. In recent
years, Tilk and Alumäe (2015), Salimbajevs (2016),
and Xu et al. (2016) used long short-term memory
units to restore punctuation in speech transcripts,
while Courtland et al. (2020) and Cai and Wang
(2019) used a bidirectional transformer (Vaswani
et al., 2017) to predict punctuation marks.

2.2 External Training Data Sampling
For training data sampling, Chiu et al. (2016) and
Karimi et al. (2017) used the data that were simi-
lar to the biology domain. To measure similarity
between two datasets, Dai et al. (2019) studied dif-
ferent techniques, such as: vocabulary overlaps,
language model perplexity, and word vector vari-
ance. They also investigated how similarity mea-
sures can be used to sample in-domain pre-training
data. Moreover, for NER, they observed that the
second phase of in-domain pre-training led to per-
formance gains under both high and low-resource
settings. Recently, Han and Eisenstein (2019) pro-
posed domain-adaptive fine-tuning in which con-
textualized embeddings were adapted by masked
language modeling on texts from the target domain.

3 Method

We frame punctuation restoration as a sequence
labeling problem. There are four classes that
the model needs to predict, including PE-
RIOD1, COMMA, QUESTIONMARK, and
NONE. More specifically, the model predicts what
the punctuation mark next to a given token is. If

1Although there are few exclamation marks in the data, we
convert them to periods for simplicity.

there is no punctuation mark after the input token,
the prediction should be NONE.

In Figure 1, we show the overall architecture of
our proposed model that utilizes a two stage fine-
tuning approach: First, (i) we do data sampling
from an external dataset (e.g., movie subtitles) us-
ing our proposed n-gram similarity approach and
fine-tune a pre-trained BERT model. Then, (ii)
we annotate unpunctuated phone conversation tran-
scripts generated from an ASR system to construct
an in-domain training set (noisy data) to apply the
second stage of fine-tuning using the BERT model
fine-tuned in the previous stage. Below, we de-
scribe the data sampling, data annotation, and two-
stage fine-tuning approach in detail.

3.1 Data Sampling from the External Dataset
via N-gram Language Model

In principle, we can obtain a tremendous amount
of punctuated text from the internet (e.g English
Wikipedia). However, written English is fundamen-
tally different from spoken English and training a
model on a corpus that is distant from the target
domain might end up harming model performance.
Thus, we choose to use a movie subtitle corpus,
OpenSubtitles (Lison and Tiedemann, 2016), as
our first stage fine-tuning data because there are
many human-to-human conversations in movies.

As movie conversations are not necessarily busi-
ness conversations, training a model on out-of-
domain data might also degrade model accuracy.
Thus, we propose a data sampling method based
on language model perplexity to select data similar
to our target domain (noisy phone conversations).
Some examples from the out-of-domain (movie
subtitles) data and the in-domain (noisy phone con-
versations) data are shown in Table 1.

For data sampling, we follow (Dai et al., 2019)
and assign a probability to any sequence of words
< w1, · · · , wN > using the n-gram language
model (Jurafsky and Martin, 2020). The proba-
bility of a sequence can be obtained by chain rule
of probability.

p(w1, w2, · · · , wN ) =
N∏
i=1

p(wi|wi−1
1 ) (1)

Here, N is the length of the sequence and wi−1
1

are all words before word wi. In our work, we use
a 4-gram language model.

To sample data that are similar to our in-domain
data, we first train a language model on our tar-



170

Figure 1: Our two stage fine-tuning approach: (a) at first on the external dataset (e.g., movie subtitles), we sample
the external data using n-gram similarity and fine-tune the pre-trained BERT model. (b) Next we annotate unpunc-
tuated transcripts generated from an ASR system to construct the in-domain training set (noisy data) and apply the
second stage of fine-tuning using the BERT model fine-tuned in the previous stage.

get domain, which is business phone conversations.
Then we evaluate the utterances (subtitles) in the
movie subtitle corpus based on the perplexity gen-
erated by the model for a given utterance (subtitle)
to represent the degree of similarity. The main dif-
ference between (Dai et al., 2019) and our work is
that we measure the similarity at the utterance level
instead of the corpus level. When an utterance is
unlikely to occur in the data where the language
model is trained on, it will assign a low probability
and high perplexity. More specifically, we feed an
utterance from the movie subtitle corpus to the 4-
gram language model and then the model estimates
its perplexity. Afterwards, we rank the subtitles
by perplexity and select the top 4.8M subtitles as
analogous to in-domain data. Some examples from
the external and the in-domain data are shown in
Table 1.

3.2 Data Annotation for the ASR Data

We sample 320,000 utterances produced by the
ASR model from business phone calls across a
time period of a year (see Table 2 for details). We
also make sure utterances are distributed homoge-
neously among different scenarios. More impor-
tantly, we follow our standard data privacy protocol
while working on data annotation. Since human-
to-human conversations are incredibly noisy that
could degrade the performance of a pre-trained lan-
guage model that is trained on written texts, we

Out-of-domain (External Movie Subtitle Dataset)
Our dog disappeared.

Sometimes those serious ones fool you.
He looks so utterly vulnerable.

God destroyed whole cities to punish man’s wickedness.
I mean, who comes hereafter dark besides murderers?

Your paintings were impressive joker.
In-domain (Noisy Phone Conversations)

Well, thank you for coming down.
What did you find out so far?

I guess you could give me her number.
Um, just hold on a second.
Might I have your email?

Eh, I really don’t know what to do about it!

Table 1: Examples from the out-of-domain and the in-
domain datasets.

Data type Comma Period Question
Training 1166386 860403 118203

Dev 15899 14143 1722

Test 6503 3880 629

Table 2: In-domain dataset (noisy data) distribution.

remove repetitions, false starts, and filler words
from transcripts to address this problem. Note that
inserting punctuation marks to unpunctuated texts
might take a long time for an annotator. To speed
up this process, we use a punctuation restoration
model based on BERT (Devlin et al., 2019) that
is trained on a much smaller dataset to produce
default punctuation marks for utterances and let the
annotators edit these punctuation marks. In total,
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Model First fine-tuning Second fine-tuning Precision Recall F1 score
Indom In-domain data × 75.01 63.71 68.48
Samex Sampled external data × 67.70 57.49 61.68

Two-stage Sampled external data In-domain data 75.94 65.18 69.60

Table 3: Performance based on different fine-tuning techniques with 6-layer BERT.

102 annotators contributed to the annotation job.

3.3 Two-Stage Fine-tuning Approach
Fine-tuning a pre-trained language model at first
in a dataset similar to the target domain, and then
fine-tuning it again in the target dataset is found ef-
fective in different tasks, such as answer selection
(Garg et al., 2020), and query focused text sum-
marization (Laskar et al., 2020a,b). In this paper,
we also utilize a two-stage fine-tuning approach
that transfers a pre-trained language model to the
punctuation restoration task in the first-stage; and
then adapts the obtained model to the specific tar-
get domain in the second-stage. For that purpose,
we use the BERT model (Devlin et al., 2019) that
is a Transformer-based (Vaswani et al., 2017) con-
textual language model as our backbone model. To
utilize BERT for sequence labeling, a classification
layer is added on top of the last layer (see Figure 1).
In addition, as our goal is to deploy a punctuation
restoration model in real-time and at scale, we use
the weights of the first (bottom) six layers of the
BERT base (Devlin et al., 2019) model (12 trans-
former layers), to initialize a 6-layer BERT model
for fine-tuning.

Type Precision Recall F1
Period 72.57 77.89 75.14

Question 84.63 63.91 72.83
Comma 77.23 57.79 66.11
Overall 75.94 65.18 69.60

Table 4: Performance by the Two-stage model on dif-
ferent punctuation marks.

4 Experiments

In our experiments, we investigate the following:
(i) Will the model perform better if we use external
datasets? (ii) Will the model performance degrade
if we reduce the number of layers? Below, we
first describe our experimental settings. Then we
analyze the model performance when external data
are used, followed by discussing the performance
when layer reduction is applied.

4.1 Experimental Settings

To fine-tune 6 layer BERT models, we used the
following hyperparameters: gradient accumulation
steps = 1, warmup proportion = 0.1, learning rate
= 5e − 5, train batch size = 50, and the max se-
quence length = 300. All training experiments
were run in an Google Cloud Platform (GCP) in-
stance using 1 NVIDIA P100 GPU. To investigate
the inference speed for real-time scenarios, we ran
our experiments with 1 CPU, Intel(R) Xeon(R)
CPU@2.20GHz.

4.2 Performance while using External Data

We fine-tune models on various data settings and
evaluate them on the test set. In the first data set-
ting, we fine-tune the BERT model only on the
in-domain data. We denote this model as Indom.
In the second setting, the BERT model, fine-tuned
only on the sampled external data is denoted as
Samex. The last setting is our proposed Two-stage
approach that first fine-tunes BERT on the sam-
pled external data and then fine-tunes again on the
in-domain data. The results are shown in Table 3.

The model (Samex) that was trained only on
sampled external data unsurprisingly shows the
F1 score as 61.68, which is 7.92% lower than the
model (Two-stage) that was also fine-tuned on the
in-domain data. This indicates that in-domain fine-
tuning is crucial to boost model performance in a
target domain. We also find that the model (two-
stage) fine-tuned on both the in-domain and the
sampled external data outperforms the model (In-
dom) fine-tuned only on the in-domain data by
1.12% F1 score. This demonstrates the effective-
ness of two-stage fine-tuning using external data.

Table 4 shows how our best performing model
(two-stage) performs in three different punctuation
marks with the 6-layer BERT model. It is worth
noting that the recall of commas is much lower
than other punctuation types. One explanation is
that although we tried our best to remove repeti-
tions, false starts, and filler words, there are still a
noticeable amount of them in the transcripts. Thus,
it often makes it very challenging to place commas.
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Model P R F Inf. time
3-layer 73.49 62.93 67.25 13.83
6-layer 75.01 63.71 68.48 26.52
12-layer 74.27 64.09 68.36 50.01

Table 5: Performance based on different number of
BERT layers. Here, Precision, Recall, and F1 are de-
noted by P, R, and F respectively; while the Inference
Time (Inf. time) is based on milliseconds per example.

4.3 Performance based on Layer Reduction

To know the effect of layer reduction in BERT, we
fine-tune three BERT models with different num-
bers of layers (3, 6, 12) on the in-domain data only.
This setting is similar to the Indom model except
changing the number of layers. The results are
shown in Table 5. It is worth noting that there is
no significant difference in model performance be-
tween the smaller models (3-layer and 6-layer) and
the 12-layer model. The 6-layer model even outper-
forms the 12-layer model in terms of Precision and
F1 scores. More importantly, the inference time
is significantly decreased by 47.96% and 72.35%
from the 12-layer model to the 6-layer and the 3-
layer models respectively.

4.4 Production Deployment

For production inference, we also remove the filler
words and repetitions similar to the training phase
to ensure that the input distributions are similar.
For production deployment, we use an Intel(R)
Xeon(R) CPU@2.20GHz and feed one utterance to
the model at once (i.e., batch size = 1). The model
runs in real-time in our production environment.
The average inference speed is 201 milliseconds
per utterance.

5 Conclusion

In this paper, we propose a new approach to sam-
ple training data that are similar to the target do-
main from freely available general corpora via an
n-gram language model. We conduct extensive ex-
periments using BERT with different data settings
for the punctuation restoration task and find that
our two-stage fine-tuning approach is effective to
improve model performance. We also show the
effectiveness of our model for real-time inference
as we find that removing the first 6 layers of the 12
layer BERT does not harm the accuracy but sub-
stantially improves the speed. In the future, we will
investigate how other external datasets (Chen et al.,

2021a) impact the model performance.
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