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Abstract

Multimodal named entity recognition (MNER)
requires to bridge the gap between language
understanding and visual context. While many
multimodal neural techniques have been pro-
posed to incorporate images into the MNER
task, the model’s ability to leverage multi-
modal interactions remains poorly understood.
In this work, we conduct in-depth analyses
of existing multimodal fusion techniques from
different perspectives and describe the scenar-
ios where adding information from the image
does not always boost performance. We also
study the use of captions as a way to enrich
the context for MNER. Experiments on three
datasets from popular social platforms expose
the bottleneck of existing multimodal models
and the situations where using captions is ben-
eficial. !

1 Introduction

Traditional Named Entity Recognition(NER) on
social platforms has been studied mainly using
text (Strauss et al., 2016; Derczynski et al., 2017;
Aguilar et al., 2018). With the increase in pop-
ularity of platforms like Twitter, Instagram, and
Snapchat, where users can create multimedia posts,
images and text are frequently used together. This
trend enables the use of images to improve current
NER systems. Given a pair of text and image, the
Multimodal NER(MNER) task’s goal is to identify
and classify named entities in the text.

Current work in MNER mainly focuses on the
alignment between words and image regions and
the fusion of textual information and visual context.
Recent successful architectures for MNER mainly
rely on attention mechanisms combined with dif-
ferent fusion techniques (Moon et al., 2018; Zhang
et al., 2018; Lu et al., 2018; Arshad et al., 2019;
Asgari-Chenaghlu et al., 2020; Yu et al., 2020).

"We release the code at https://github.com/
RiTUAL-UH/multimodal_NER.
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However, we observe that incorporating images in
MNER is not trivial. There are two critical but
often neglected aspects in the prior art: The first
is the assumption that images and text are aligned.
As discussed in (Lu et al., 2018), MNER models
are sensitive to errors when images are added to
convey irony or abstract concepts instead of illus-
trating what is in the text. The second aspect is
the semantic density (Desai and Johnson, 2020) of
the visual context information. Named entities are
too specific since they are instances of general enti-
ties. On the contrary, the information provided by
automatic image processing models is too general.
For example, MNER models frequently use the
output of convolutional neural networks (CNNs)
trained on image classification tasks as the image’s
representation. Linking such specific entities with
more general information from images demands
a giant leap for the models to fill in the semantic
gap. Thus, we speculate that MNER would benefit
more from semantically dense learning signals like
image captions instead of image classification.

In this work, we take a step further towards un-
derstanding the behavior of multimodal models for
the MNER task. We first analyze the existing mul-
timodal fusion techniques with both unimodal and
multimodal transformer-based sequence labeling
models. We investigate three different ways to rep-
resent images: global image features from image
classification algorithms, regional image features
from object detection algorithms, and image cap-
tions. By conducting experiments that emphasize
the contribution of different image representations,
we demonstrate the effectiveness of using captions
to represent images in the MNER task.

To summarize, we make the following contribu-
tions:

1. We conduct detailed analyses of multimodal
fusion techniques from state-of-the-art MNER
models with both unimodal and multimodal
transformer-based sequence labeling frame-
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work and expose the bottleneck of existing
approaches in terms of multimodal fusion.
We study an alternative approach to incorpo-
rate images in MNER. We use captions to rep-
resent images as text and adapt transformer-
based sequence labeling models to connect
multimodal information.
. We provide empirical evidence to expose the
situations where incorporating images is ben-
eficial for the MNER task.

2 Related work

As more and more social media data contains text
and images, the multimodal NER task has attracted
increased research interest. Most of the recent
methods for this task have been introduced us-
ing attention-guided models to extract visual in-
formation related to the named entities (Moon et al.
(2018), Zhang et al. (2018), Arshad et al. (2019)).
Despite showing promising results, these methods
have two main limitations: ignoring mapping re-
lations between visual objects and named entities,
and the distribution differences between images
and text. This can lead to incorrect visual context
clues being extracted when the images and texts
are not relevant, which is not uncommon in social
media data. Zheng et al. (2020) addresses these
problems by proposing a neural network to better
exploit visual and textual information. However,
their results revealed that their model remains to ex-
tract entities incorrectly when visual objects cannot
reveal the label semantics of entities. To address
the problem of semantic disparity between different
modalities, Wu et al. (2020) chooses to transform
object labels into word embeddings. Their dense
co-attention module introduced can take the inter-
and intra-connections between visual objects and
textual entities into account, which helps extract
entities more precisely. Sun et al. (2020) intro-
duced a pre-trained multimodal language model
based on Relationship Inference and Visual Atten-
tion (RIVA) for tweets, and a gated visual context
based on text-image relation. Sun et al. (2021)
proposed a text-image relation propagation-based
multimodal BERT model (RpBERT) to reduce the
interference from irrelevant images, which effec-
tively resolved failed cases mentioned in previous
work (Lu et al. (2018); Arshad et al. (2019); Yu
et al. (2020)).

Recent advances in large pre-trained models (Lu
et al., 2019; Tan and Bansal, 2019) have led to
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significant performance gains in many multimodal
tasks (e.g, visual question answering). However,
most of these techniques are pre-trained on image
captioning or visual question answering datasets
where multimodal interactions are required. Ap-
plying these techniques to the MNER task may not
result in a good performance. There some signif-
icant differences between the those task and the
MNER task. We argue that in the MNER we can
have three possible scenarios: 1) images and text
are not related and thus we don’t expect the image
information to help; 2) images and text are related
and adding image information is helpful and 3)
images and text are related but adding the image
information does not help the MNER task. There-
fore, before our work, it was not clear whether
adding image captions would contribute to the per-
formance. In contrast, in the visual question an-
swering or visual commonsense reasoning task, the
images are relevant and needed in order to answer
the questions, and therefore, using captions is more
likely to yield good results. These differences in
the scenarios warrant further investigation.

3 Methodology

In this work, we study how to represent images
and how to fuse different modalities in MNER. We
explore three different ways to represent images
in different levels of semantic density. Then we
adapt a unimodal transformer BERT (Devlin et al.,
2019) and a multimodal transformer VisualBERT
(Li et al., 2019) as base models. To fuse textual
information with visual information, we investigate
four different approaches for multimodal fusion.

3.1 Image Representation

We explore three different ways to represent im-
ages in order of semantic density: i) global image
features to represent the whole image using im-
age classification that assigns each image with a
single class, ii) regional image features to repre-
sent objects in the image using object detection
that increases semantic density by labeling multi-
ple objects, and iii) image captions to represent the
semantics of the image, including object mentions,
properties, and actions, to provide semantically
dense learning signals.

Global image features We extract feature vec-
tors from ResNet (He et al., 2016) as global image
features to represent the whole image. Given an
image I, we first rescaled the image to 224 x 224



pixels. Then we retrieve the feature vectors V7
from the last convolutional layer. Each image is
represented in 7 X 7 visual region. The dimension
of each visual region is 2048. Then we use a linear
transformation to project image features into the
same embedding space of word representation.

Regional image features Global image features
provide a weak learning signal as they only de-
scribe the category of each image. We observed
that some visual information in global image fea-
tures is not related to the named entities in the text
and may end up hurting the performance of the
model by introducing noise. Therefore, we repre-
sent visual information using feature vectors from
the object detection algorithm Faster-RCNN (Ren
et al., 2015) to further provide more semantic den-
sity. Give an image I, we extract feature vectors
from Faster-RCNN’s regions of interest (Rol). The
dimension of each Rol is 1024.

Image captions In addition to visual informa-
tion, we also consider semantic information by us-
ing captions as a way to represent images. Com-
pared to image classification and object detection,
captions provide more semantic content as it gives
a description on object’s attribute, properties, and
actions. In this work, we generate captions to rep-
resent images using the BUTD model (Anderson
et al., 2018). Captions can summarize the image’s
semantics in well-formed text. In our experiments,
we feed captions to pre-trained transformer-based
models to enrich the models’ semantic information.

3.2 Base Models

BERT BERT is a transformer-based model. It
is pre-trained using masked language modeling
objectives on the text from the general domain. To
incorporate images, we study two different ways:
global image features and image captions. For
global image features, we use BERT to generate
textual representation and leverage a multimodal
fusion module to fuse text and images. For image
captions, we feed both text and captions into BERT
to enrich the model’s semantic information. We put
a CRF layer on the top of BERT to classify entities.

VisualBERT Following Li et al. (2019), we uti-
lize Visual BERT to generate a joint representation
for both text and images. VisualBERT takes a sen-
tence and a set of Rol features as input. It is pre-
trained using two objectives: i) masked language
modeling with the image, and ii) sentence-image
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prediction. In objective i), some textual elements
are masked and predicted according to unmasked
textual elements and visual elements. In objective
ii), two captions are provided and the model is
pre-trained to distinguish whether the captions are
describing the image or not. These two objectives
make VisualBERT a strong encoder for language
and vision tasks. Given a sentence and image pair,
we first extract feature vectors of Rols from object
detection and feed them along with sentences into
VisualBERT in a single-stream way. The model
thus can align textual elements and visual elements
based on transformer attention. We apply a CRF as
the classifier to predict labels for each sentence.

3.3 Multimodal Fusion

Here, we introduce four multimodal fusion mod-
ules: 1) Concatenation Module, 2) Visual Attention
Module, 3) Co-Attention Module, and 4) Trans-
former Attention Module, described as follows:

Concatenation Module (CM) We implement a
concatenation module to merge multimodal infor-
mation and learn a unified representation for words,
characters, and images. At each decoding time

step t, we first project word feature vectors xgw),

character feature vectors xf)

vectors x§”> so that they can have the same dimen-
sion. Then, we concatenate these three vectors as

the multimodal representation.

and image feature

Visual Attention Module (VAM) Following Lu
et al. (2018), we implement a visual attention mod-
ule that consists of an attention module for modal-
ity alignment and a gated fusion module for mul-
timodal information fusion. In the attention mod-
ule, we use LSTM to encode all words into a text
query vector. Then we project the text query vector
and the visual feature vectors into the same dimen-
sion and align textual elements and visual elements
based on an attention mechanism. To fuse textual
information and visual information, a gated fusion
module is applied to determine how much textual
and visual information should attend in prediction.

Co-Attention Module (CAM) We implement
the co-attention module following Zhang et al.
(2018). This module contains four components:
1) word-guided visual attention, 2) image-guided
textual attention, 3) gated multimodal fusion, and 4)
filtration gate. Word-guided visual attention mod-
ule takes the whole image features and a word h;
as input and generates textual attention based on



D Model N Twitter-2015 N Twitter-2017
Precision  Recall F1 Precision  Recall F1

Unimodal Baseline (Text only)

Exp 1.1 BERT + CRF 69.37 73.73 7148 83.62 87.33 85.44

Exp 1.2 VisualBERT + CRF 67.37 71.58 69.41 82.54 85.31 83.90

Multimodal fusion with global image features

Exp 2.1 BERT + CM + CRF 70.40 72.56 7146 85.42 8741 86.40

Exp 2.2 BERT + VAM + CRF 67.41 72.37  69.80 84.97 85.71 85.34

Exp 2.3 BERT + CAM + CRF 69.53 74.04 7171 84.78 86.66  85.71

Multimodal fusion with regional image features

Exp 3.1 VisualBERT + TAM + CRF 68.84 71.39  70.09 84.06 85.39 84.72

Multimodal fusion with image captions

Exp 4.1 BERT + CRF + Captionst 68.52 74.61 7149 86.16 8749 86.82

Exp 4.2 VisualBERT + CRF + Captionst 66.99 72.68 69.71 84.14 85.71 84.92

Comparison with SOTA

Yu et al. (2020) 71.67 7523 7341 85.28 85.34 85.31

Table 1: The results of transformer-based sequence labeling experiments. CM, VAM, CAM and TAM refer to
concatenation module, visual attention module, co-attention module and transformer attention module, respectively.
The boldface numbers are the best results in each column. t indicates that the difference between the model and
the unimodal baseline is proved to be statistically significant with p-values < 0.05 in the paired t-test.

visual information. Since typically a word only
corresponds to a small region in the image, this
step is to decide which image regions should attend
in prediction. Then image-guided textual attention
module determines which words in the text are
most relevant to word h;. The Gated multimodal
fusion module and filtration gate are used to con-
trol the combination of information from different
modalities and filter out the image noise.

Transformer Attention Module (TAM) To
align textual elements in the sentence and visual
elements in the image, we use the transformer atten-
tion mechanism within the Transformer. We follow
Li et al. (2019) to incorporate image features into
the model. The image embeddings are passed to
the model along with word embeddings, allowing
the model to align words with image regions and
learn a unified multimodal representation.

4 Datasets

In this work, we use three datasets for evaluation
in our experiments: Twitter-2015 from Zhang et al.
(2018), Twitter-2017 from Lu et al. (2018), and
a Snapchat dataset collected from Snapchat posts
for this study. Due to the weak relatedness be-
tween named entities and images in two Twitter
datasets, multimodal architectures are not superior
to unimodal ones. Therefore, we create a new mul-
timodal dataset for further study based on Snapchat
posts since text and images from Snapchat are
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highly related. The Snapchat dataset is composed
of text and image pairs exclusively extracted from
snaps submitted to the public and crowd-sourced
stories (aka “Our Stories") and is labeled by expert
human annotators (entity types: PER, LOC, ORG,
MISC). Examples of such public crowd-sourced
stories are the “Airpods Everywhere Story" or the
“Thanksgiving Story", which comprise snaps that
are aggregated for various public themes and events.
All snaps were posted between January and March
2020. Table 2 summarizes the data statistics.

Both Twitter and Snapchat are popular social
platforms that allow for multimodal posts but there
are marked differences in how users rely on images
and text in these two media. In Twitter, most users
default to use only text. Based on statistics of a
random sample of 1M tweets, only 22% of tweets
contain images. However, on Snapchat, the most
important part of the snaps is the visual content:
often Snapchat users do not even include any text
at all. As shown in Table 2, snaps have significantly
less text than the two Twitter datasets.

Dataset Train  Dev Test (lzl:]agr]:;ltge;l;)
Twitter-2015 | 4,000 1,000 3,257 95
Twitter-2017 | 4,290 1,432 1,459 64
Snapchat 2,636 753 376 37

Table 2: Size of the datasets in numbers of tweets/snaps.
Twitter-2015 dataset and Twitter-2017 dataset are from
Zhang et al. (2018) and Lu et al. (2018) respectively.



5 Experiment and analysis

This section empirically diagnoses the multimodal
interactions from the relatedness between different
modalities and the semantic density from images.
Then we explore the role of images in the MNER
task in both low-context and low-resource scenar-
ios to expose the situations where incorporating
images is beneficial. We also diagnose the model’s
ability to disambiguate and generalize.

5.1 Diagnosing the multimodal interactions

Modeling multimodal interactions is computation-
ally expensive because the number of model pa-
rameters is large. In this case, the improvement in
performance with images may be due to the large
model capacity instead of multimodal interactions
(Hessel and Lee, 2020). The model’s ability to
leverage multimodal interactions is usually evalu-
ated by comparing multimodal models with uni-
modal models. Despite its effectiveness, this eval-
uation approach fails to explicitly reflect whether
the model exploits multimodal signals or just text
signals, especially in the presence of a strong text-
based model. Driven by this, we do experiments
on three datasets to diagnose the model’s ability to
leverage multimodal interactions. The experiments
are defined as follows:

Experimental Setup To better compare differ-
ent methods, we first establish two baseline models
that take only text as input: 1) Exp 1.1 BERT +
CRF, a variant of BERT (Devlin et al., 2019) by re-
placing the classifier with a CRF layer, and 2) Exp
1.2 VisualBERT + CRF, a variant of VisualBERT
(Lietal., 2019) with a CRF as classifier. Then we
investigate multimodal fusion with different image
representations. For global image features from
image classification, we consider three multimodal
models: 3) Exp 2.1 BERT + CM + CRF using
concatenation module for multimodal fusion, 4)
Exp 2.2 BERT + VAM + CRF with visual attention
module (Lu et al., 2018) to fuse text and images,
and 5) Exp 2.3 BERT + CAM + CRF using co-
attention module (Zhang et al., 2018) to generate
multimodal representations. For the regional image
features from object detection, we establish 6) Exp
3.1 VisualBERT + TAM +CRF to fuse different
modalities with transformer-attention. For the im-
age captions, we further consider two multimodal
models that take both text and captions as input: 7)
Exp 4.1) BERT + CRF + Captions and 8) Exp 4.2)
VisualBERT + CRF + Captions.
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USA. Featured on HomeTownKids USA. Featured on HomeTownKids
. TV airing on Fox[B-ORG] !

. TV airing on Fox[B-OTHER] !

(a)

business: Forget Justin [B-PER]
Trudeau [I-PERY], it's oil that's
driving this loonie rally

business: Forget Justin [B-MISC]
Trudeau [I-MISC], it's oil that's
driving this loonie rally

(b)

Figure 1: Attention visualization from BERT + VAM +
CRF. Left side is gold while right side is prediction.

We optimize our models using AdamW
(Loshchilov and Hutter, 2019) with an initial learn-
ing rate 5e-5 and a learning rate scheduler (Devlin
et al., 2019). We set weight decay 0.01 and batch
size 32. The dropout rate is 0.1 and the hidden size
is 768. We also use a gradient clipping of 1.0.

Results In Table 1, we compare different fu-
sion techniques on both Twitter-2015 and Twitter-
2017 datasets by reporting precision, recall, and
F1 achieved by each model. Based on the results,
we observe that: 1) Incorporating images do not
always boost performance. Even with the strong
multimodal model VisualBERT, which has a con-
siderable expressive capacity to model multimodal
interactions, the improvement with images is still
marginal (e.g, Exp 1.2 V.S. Exp 3.1). 2) Com-
plex multimodal fusion modules do not always im-
prove performance. Simply concatenating textual
information and visual information in the concate-
nation module (Exp 2.1) is more effective than
attention-based fusion modules, e.g, visual atten-
tion module (Exp 2.2) and co-attention module
(Exp 2.3). 3) Comparing models with different fu-



Image Sentence Prediction (GC) Prediction (CC)
Text: Carraci Carraci
Coach [Carraci with the infield # pepsibaseball # baberuth
Generated Captions:
a group of baseball players standing on a field
Crafted Captions:
a group of baseball players standing together listening to their coach in
a baseball field
Text: NottmWildcats ~ NottmWildcats
@ NottmWildcats and @ TN_Basketball take to the floor to warm up 'TN_Basketball TN_Basketball
for the WBBL Playoff Final here at @ TheO2 WBBL WBBL
Generated Captions: TheO2 TheO2

Crafted Captions:

the basketball players warm up

a crowd of people watching a game of tennis

a basketball court with people waiting for the basketball game, while

Table 3: Comparison between the generated captions (GC) and the crafted captions (CC) using BERT + CRF +
Captions. Different colors indicate different entity types: blue for person, yellow for organization, and red for
location. When provided a caption with richer details (CC), the model is able to correctly predict the entity.

sion techniques, using captions to represent images
can achieve higher performance (e.g, Exp 1.1 V.S.
Exp 4.1). Using global image features requires the
model to filter out the noise introduced by images.
Meanwhile, using regional image features to repre-
sent objects is also not superior as the objects are
too general to be connected with specific named en-
tities. 4) The performance of the unimodal model
BERT + CRF is either comparable or superior to
what was previously reported on those datasets.
Note that these models predate BERT. A strong
text-based model then seems to dominate, and the
models tend to ignore the signals from the image
modality. We assume that providing all the image
information is more detrimental than beneficial to
the model. We should emphasize this might be
the case for datasets like Twitter, where the main
content usually comes from the text itself.

Additionally, we also compare our best model
BERT + CRF + Captions with existing state-of-
the-art work. With minimum effort, our approach
achieves a comparable result against the complex
fusion-method from Yu et al. (2020) on Twitter-
2015 dataset. On Twitter-2017 dataset, our best
model BERT + CRF + Caption can achieve 86.82%
F1 score, outperforming Yu et al. (2020) by 1.51%
F1 score. Further, we run experiments on the
Snapchat dataset, a more image-centric platform.
As shown in Table 4, we find BERT + CRF + Cap-
tion (Exp 4.1) moderately outperforms BERT +
CRF (Exp 1.1) by up over 1% in dev set and 0.61%
in test, showing that using captions to represent
images is a competitive approach.
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D Model Snapchat dataset
DevFl1 TestFl1

Exp 1.1 BERT + CRF 50.30 50.57

Exp4.1 BERT + CRF + Captionf ~ 51.61 51.18

Table 4: The results on Snapchat dataset. t indicates
that the difference between the model and the unimodal
baseline is proved to be statistically significant with p-
values < 0.05 in the paired t-test.

Model Description Twitter-2017
Dev F1  Test Fl

BERT + CRF + Caption ~ Generated captions ~ 59.16 64.61

BERT + CRF + Caption ~ Corrected captions 64.08 66.90

Table 5: Comparison of model performance on the gen-
erated captions the corrected captions.

Image-entity relation Based on sequence label-
ing experiments, we observe that images are not
always helpful. We assume this is due to the weak
relatedness between entities and images, and the
gap in semantic representation from images and
text. Figure 1 shows two examples of the results
and attention visualization from BERT + VAM +
CRF (Exp 2.2). In example (a), even though the
model focuses on reasonable image regions, the
visual signal is unable to represent an abstract con-
cept like what seems to be an ongoing TV interview
from the ‘Fox’ network (entity). In example (b),
the image is not directly related to the entity ‘Justin
Trudeau’ and, therefore, can only introduce noise
when used by the model.

Impact of caption quality In our experiments,
even though the model with image captions can
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Figure 2: Impact of sentence length on Twitter-2015 dataset by comparing unimodal baseline model BERt + CRF
with three multimodal models: a) BERT + CM +CRF, b) BERT + VAM + CRF, and ¢) BERT + CAM + CRF
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Figure 3: Impact of increasing training set size on three datasets: a) Twitter-2015 dataset, b) Twitter-2017 dataset,

¢) Snapchat dataset.

achieve the best performance, we observe that the
semantic information coming from images can be
further improved since some generated captions
are inaccurate or incomprehensible. Table 3 shows
two examples of the results and the comparison
between the generated captions and the crafted
captions. In example (a), the generated caption
accurately describes the ‘Carraci’ entity and thus
the model can make correct predictions. How-
ever, in example (b), the ‘people’ in the gener-
ated caption misleads the model into making the
wrong predictions. Compared to the generated cap-
tion, the crafted caption has more semantics about
‘NottmWildcats’ and ‘TN_basketball’ and thus the
model can predict correctly. Driven by this issue,
we attempt to fix captions and boost model perfor-
mance. We first extract the samples that were cor-
rectly predicted by BERT + CRF but wrongly pre-
dicted by BERT + CRF + Captions from Twitter-
2017 validation set (76 samples with 152 entities)
and test set (68 samples with 145 entities). Then
we manually create captions for each image and
test models on the data with new captions. The
results are shown in Table 5. We find that, once
we correct the captions, the model performance is
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further improved, indicating that inaccurate cap-
tions cover up the model’s actual ability to leverage
information from images.

5.2 Exploring the role of images

In this section, we explore the role of images in
both low-context and low-resource scenarios to
better understand when incorporating images is
beneficial for the MNER task.

Low-context scenario In Figure 2, we analyze
how the sentence length impacts the performance
of the baseline model BERT + CRF (Exp 1.1)
and the multimodal model BERT + VAM + CRF
(Expl.2). We observe that visual information is
more helpful for short sentences. The shortest the
sentence, the less context is available. When the
model cannot obtain enough semantic context from
the text, it gains more from using images. In our
experiments, the unimodal model performs much
worse than multimodal models on the sentences
with no more than seven words. But the plot also
indicates that, when enough text is available, the
improvements coming from images are marginal
and can eventually hurt performance.



D Model Twitter-2015 Twitter-2017
Seen  Unseen Ambiguous Non-ambiguous Seen Unseen Ambiguous Non-ambiguous

Unimodal Baseline (Text only)

Exp 1.1 BERT + CRF 84.74  65.36 63.33 86.03 9376 76.49

Exp 1.2 VisualBERT + CRF 83.48 6252 63.93 84.93 94.13  73.61

Multimodal fusion with global image features

Exp2.1 BERT+CM + CRF 8721  65.13 66.67 88.82 9472 77.85

Exp2.2 BERT + VAM + CRF 84.40  63.10 71.55 85.37 9523 7530

Exp2.3 BERT + CAM + CRF 8527  65.40 65.04 86.73 94.63  76.07

Multimodal fusion with regional image features

Exp 3.1  VisualBERT + TAM + CRF 84.42  63.39 61.91 86.00 9435 7525

Multimodal fusion with image captions

Exp4.1 BERT + CRF + Captions 86.11 64.35 68.93 87.81 94.90 79.42

Exp4.2 VisualBERT + CRF + Captions  83.36  62.94 62.40 84.63 94.58  74.54

Table 6: The results on seen, unseen, ambiguous and non-ambiguous named entities. For each entity e with a set of
label k in test set, seen and unseen named entities refer to the entities appear in the train set with label k and does
not appear in the train set with label k, respectively while ambiguous and non-ambiguous named entities refer to
the entities appear in the training with diverse labels and with only label k, respectively. Scores are calculated with

the F1 metric.

Low-resource scenario We investigate how the
size of the training set impacts model performance.
As shown in Figure 3, using captions is always ei-
ther beneficial or equivalent to using just the text,
but the benefits decrease as we increase the train-
ing set size. The improvement gap is wider on
the Snapchat dataset as the length is significantly
shorter, and less context can be extracted from the
text alone, forcing the model to rely more on the
captions. We conclude that it is always worth in-
corporating captions, but it is especially important
in low-resource and low-context scenarios.

5.3 Diagnosing disambiguation and
generalization

Disambiguation Intuitively, visual information
can help reduce ambiguity, especially for short sen-
tences. Therefore, we investigate the impact of
images on disambiguation. For entity e with a set
of labels & in test set, if the size of the set k is 1,
this is considered as a non-ambiguous entity. Oth-
erwise, if the size is more than 1, it is considered
as an ambiguous entity. Due to the limitation of
the data size, we only conduct experiments on the
Twitter-2015 dataset. The results are shown in Ta-
ble 6. We observe that the models can perform
better on non-ambiguous entities, and it seems they
are not powerful enough to distinguish named enti-
ties with more than one label. From the table, we
also find that the multimodal models are superior to
unimodal models on ambiguous entities. We thus
conclude that images can help in disambiguation.
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Generalization We analyze the impact of im-
ages on generalization by considering the mention
overlap. We empirically investigate the model per-
formance on seen and unseen named entities. For
entity e with a set of label k in the test set, we
define the seen and unseen entities as the entities
that appeared in the training and the testing with
label &, respectively. The results are shown in Table
6. We observe that the models can achieve higher
performances on the named entities that previously
appeared in the training. The performance drops
significantly on unseen named entities, showing
that the most improvement when incorporating im-
ages comes from seen named entities. We also
find that the results of unimodal and multimodal
models on unseen named entities are very close.
We thus conclude that the existing methods are not
sufficient to improve the model’s generalization
ability.

6 Conclusion

In this work, we systematically analyze the behav-
ior of existing multimodal models for the MNER
task. With extensive experiments and analysis
based on BERT and VisualBERT, we show that
existing fusion techniques can only bring marginal,
if any, gains to strong text-only models. We believe
this is due to the weak relatedness between named
entities and images and the sparse semantic density
of visual signals. We then examine the use of im-
age captions as a more semantically dense signal
and find promising results, concluding it is always
worth adopting this approach as it usually outper-



forms existing alternatives and is never detrimental
to performance. Finally, we investigate multiple
scenarios and share our findings of when images
can help the MNER task.
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