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Abstract

Modern Natural Language Processing (NLP)
makes intensive use of deep learning methods
because of the accuracy they offer for a va-
riety of applications. Due to the significant
environmental impact of deep learning, cost-
benefit analysis including carbon footprint as
well as accuracy measures has been suggested
to better document the use of NLP methods
for research or deployment. In this paper, we
review the tools that are available to measure
energy use and CO2 emissions of NLP meth-
ods. We describe the scope of the measures
provided and compare the use of six tools (car-
bon tracker, experiment impact tracker, green
algorithms, ML CO2 impact, energy usage and
cumulator) on named entity recognition exper-
iments performed on different computational
set-ups (local server vs. computing facility).
Based on these findings, we propose action-
able recommendations to accurately measure
the environmental impact of NLP experiments.

1 Introduction

Modern Natural Language Processing (NLP)
makes intensive use of deep learning methods be-
cause of the functional performance they offer for
a variety of tasks, including text classification or
named entity recognition (Tourille et al., 2018).

Deep learning programs can have a high en-
vironmental impact in terms of Greenhouse Gas
(GHG) emissions due in particular to the energy
consumption of the computational facilities used
to run them (Strubell et al., 2019). The impact
has been increasing over the years (Schwartz et al.,
2019) and is affecting populations that can be dif-
ferent from those generating the impact (Bender
et al., 2021). In a recent medical imaging study,
Selvan (2021) suggests that the increase of large
model carbon footprint does not translate into pro-
portional accuracy gains. Measuring this impact is
a first step for raising awareness and controlling the
impact of NLP experiments and operations. Some

guidelines were offered in the SustaiNLP work-
shop1 to measure impact, and it was suggested that
different methods for measuring environmental im-
pact can lead to different conclusions in terms of
algorithm efficiency (Cao et al., 2020).

Our goal is to conduct a systematic review of
tools available for measuring the impact of NLP
tools and to offer a comparative analysis from the
perspective of calculated impact measures and us-
ability. We seek to understand the methods im-
plemented by the tools as well the criteria used to
assess impact. The contributions of this study are
threefold:

• We identify tools available for measuring the
environmental impact of NLP experiments

• We characterize impact measurement tools
with respect to scope of the impact informa-
tion provided and usability

• We apply the tools to assess the impact of
named entity recognition experiments in order
to compare the measurement obtained in two
computational set-ups.

2 Environmental impact due to deep
learning programs

As for any Information and Communication Tech-
nology (ICT) service, a deep learning program
impacts several environmental indicators, among
which the Global Warming Potential, expressed in
terms of GreenHouse Gases (GHGs) emissions,
CO2 equivalent emissions, or carbon footprint.
Other indicators include: abiotic resource deple-
tion, blue water shortage, human toxicity... Exist-
ing tools for deep learning programs focus on the
carbon footprint only.

The environmental impact in terms of carbon
footprint needs to account for the entire lifecycle of

1https://sites.google.com/view/
sustainlp2020/home

https://sites.google.com/view/sustainlp2020/home
https://sites.google.com/view/sustainlp2020/home
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ICT equipment from production, through use and
finally end of life.

Life Cycle Analysis usually allocates part of the
GHG emitted during the production of equipment
to the use e.g. when running computer programs,
since the equipment was partly produced for the
purpose of running programs. For ICT equipment,
this phase is difficult to assess because data on
GHG emissions during production are not always
easily available. In the case of Graphical Process-
ing Unit (GPUs) (or Tensor Processing Unit (TPUs)
or equivalents), we could not find any publication
or site giving an estimate of the GHG emissions
due to the production phase. However, it has to
be noted that production can account for a signif-
icant part of the total GHG emissions: a French
study (Berthoud et al., 2020) on a data center (with
Central Processing Unit (CPU) servers only) in
Grenoble found that around 40% of the total emis-
sions released during one hour of CPU use were
due to the production phase (including emissions
due to the equipment alone). Similarly, another re-
cent study (Gupta et al., 2021) reports that the hard-
ware manufacturing and infrastructure accounts for
the bulk of the environmental impact of mobile and
data center computing equipment, while the impact
of operational energy consumption is diminishing.

The end-of-life phase is very difficult to assess
for ICT due to lack of data.

To summarize, there are at least four sources
of CO2 equivalent emission sources that should
be taken into account to assess the environmental
impact of computational experiments: 1/ produc-
tion of hardware equipment: router, PC, server; 2/
idle use of the hardware; 3/ dynamic use of the
hardware; and 4/ end of life of equipment.

3 Tools

Our method for identifying tools and characterizing
them relied on a recent study conducting a similar
review of annotation tools (Neves and Ševa, 2019).
In our study, four authors of this paper contributed
to the definition of the criteria and evaluation of
the tools. They all have a computer science back-
ground with programming experience, and were
not involved in the development of any of the tools
reviewed or selected.

3.1 Selection of tools

We started from a short list of tools identified by a
Working group on the environmental impact of AI

in the French group EcoInfo 2 (Experiment Impact
tracker, Pyjoules, Carbon tracker).

Then we used snowballing to collect articles cit-
ing these tools (according to Google Scholar). For
articles published in ArXiv, we also reviewed "re-
lated papers" when available. We repeated the pro-
cess for each newly identified tool we selected.

The goal of this study is to survey and analyze
tools that are openly available to the scientific com-
munity to evaluate the carbon footprint of natural
language processing experiments. Therefore, we
selected tools that meet the following criteria:

• freely available

• usable in our programming environment
(Mac/linux terminal)

• documented in a scientific publication

• suitable to measure the impact of NLP experi-
ments, such as named entity recognition

• providing a CO2 equivalent measure for ex-
periments

From our initial shortlist, pyJoules is a python
library that monitors the energy consumed by spe-
cific device of the host machine such as CPU,
RAM, GPU. It is part of the PowerAPI toolkit,
which offers solution for measuring energy con-
sumption of software in real time (Bourdon et al.,
2013). It was excluded because it does not directly
supply a CO2 equivalent value. Other tools under
development were also excluded, when they pro-
vided no code or online platform: (Zhang et al.,
2020; Shaikh et al., 2021).

Figure 1 presents detailed results of our literature
search. A total of 94 publications were obtained
from Google Scholar and an additional 20 from
ArXiv core related papers. After de-duplication, 85
publications were reviewed. We found that many
(N=43) offered opinions or discussion of carbon
impact measurement in machine learning, NLP
and other fields. Another 27 (represented by the
orange flow) described studies that measured the
environmental impact of experiments using one of
the selected tools. Strubell et al. (2019) presented
a study measuring the impact of NLP experiments
using methods (nvidia and Intel RAPL system man-
agement interface) that are now implemented in
some of the selected tools.

2https://ecoinfo.cnrs.fr/

https://pypi.org/project/pyJoules/
https://ecoinfo.cnrs.fr/
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Figure 1: Sankey diagram showing the publications re-
viewed in our literature search for identifying carbon
impact measurement tools.

3.2 List of evaluation criteria
To evaluate the selected impact measurement tools,
we defined various criteria to characterize the avail-
ability of tools and documentation as well as tech-
nical parameters of the tools, including the type of
hardware in the scope, the type of measure offered,
the detailed information used to assess electricity
use by data centers and carbon intensity for elec-
tricity production depending on location.

Criteria are split into 4 categories: (a) publica-
tion, (b) technical, (c) configuration and (d) func-
tional criteria. Each is presented in detail below.

Publication criteria

P1 - Year of the last publication;

P2 - Citations in Google Scholar (as of 11 May
2021);

P3 - Citations for measuring NLP experiments
(as of 11 May 2021).

Technical criteria

T1 - Date of the last version (as of 11 May 2021);

T2 - Availability of the source code;

T3 - Online availability for use;

T4 - Easiness of installation; We evaluated it as
"Poor" if we did not manage to install it, "Fair"
if we managed to install it but needed system
administration access, "Good" if we managed
to install it as an ordinary user.

T5 - Quality of the documentation (companion
publication or code documentation); We eval-
uated it as "Poor" if we did not find docu-
mentation on the tool, "Fair" if documenta-
tion is available, but lacks practical usage de-
tails, "Good" if the available documentation
addresses usage questions such as parameter
settings and country localization.

T6 - Type of license

T7 - Output formats

Configuration criteria

C1 - Local values for carbon intensity: Are local
values automatically taken into account or is
a global energy mix used?

C2 - Possible (manual) configuration of carbon
intensity; Yes if it is possible to configure the
carbon intensity without changing the code;
No otherwise; We also note whether instruc-
tions are provided to the users as to where
adequate values can be found.

C3 - Possible (manual) configuration of PUE; Yes
if it is possible to configure the PUE with-
out changing the code; No otherwise; We
also note whether instructions are provided
to the users as to where adequate values can
be found.

C4 - Platforms taken into account; which type of
equipment is covered by the measurements:
PC, server, cloud?

C5 - Other configuration features

Functional criteria

F1 - CO2 equivalent emission sources taken into
account; We consider the following sources,
described in section 2: production, idle use,
dynamic use and end of life.

F2 - Hardware taken into account: does the cal-
culation model account for emissions from
data transmission between equipment types
as well as from the hardware executing the
experiments?

All the tools are supposed to take both CPU
and GPU consumption into account, so we did not
include this criterion in our analysis.
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3.3 List of selected tools

We introduce the selected tools below. Table 1
presents the evaluation of the tools according to the
criteria defined in section 3.2.

Green Algorithms (Lannelongue et al., 2021) is
an online tool developed by researchers in the UK
that calculates the energy consumption and carbon
footprint of computer use based on information
supplied by the user in a web interface: runtime,
number of cores, memory requested, type of plat-
form used (PC, local server, cloud computing), type
of cores, location.

ML CO2 Impact (Lacoste et al., 2019) is an
online tool developed by researchers in Canada
that calculates the energy consumption and carbon
footprint of computer use based on user supplied
information including hardware, runtime, cloud
provider and location of the computing facilities
operated. We are aware that a new version of the
tool is being developed under the umbrella of the
Code Carbon 3 initiative. However, it is not yet
described in a scientific publication so we have
decided to evaluate ML CO2 which has been used
by the NLP research community.

Energy Usage (Lottick et al., 2019) was devel-
oped by researchers in the United States with the
goal of improving accountability in machine learn-
ing research. Experiment impact tracker (Hender-
son et al., 2020) was developed by researchers in
north America to assist researchers in measuring
and reporting the impact of their machine learning
experiments. Carbon tracker (Anthony et al., 2020)
was developed by researchers from Denmark for
tracking and predicting the energy consumption
and carbon footprint of training deep learning mod-
els. These three tools are python packages that
get the energy consumption of a machine learning
program via GPU, CPU and DRAM information.

Cumulator (Tristan Trebaol and Ghadikolaei,
2020) is also a python package developed in
Switzerland. Its estimates the energy consump-
tion of computation based on runtime, GPU load
and carbon intensity, with a fixed value for con-
sumption of a typical GPU. It also estimates the
energy consumption of communication based on
the file sizes and the 1 byte model from The Shift
Project (The Shift Project, 2018).

3https://codecarbon.io/

4 Use case: measuring the impact of
named entity recognition

In this section, we present experiments for a typ-
ical NLP task, named entity recognition (NER).
Experiments are conducted on two computational
set-ups: (1) the use of a server within the laboratory
(equipped with 2 GPUs Nvidia GeForce GTX 1080
Ti) and (2) the use of an external shared computer
facility (equipped with 43 GPUs including GPU
Nvidia Tesla V100). We hypothesize that this type
of set-up can be available to NLP researchers, and
that it is relevant to document the implications of
choosing one or the other for a set of experiments.

We measure the impact of the experiments using
the selected tools and compare the carbon footprint
across tools and computational set-ups.

4.1 Named Entity Recognition on QUAERO
benchmark corpora

NER methods. Many Named Entity Recognition
(NER) models focus on identifying flat entities
(Collobert et al., 2011; Lample et al., 2016; Ma
and Hovy, 2016; Peters et al., 2018; Luoma and
Pyysalo, 2020) based on a sequence labeling ap-
proach. However, to address the need for the ex-
traction of nested entities, an increasing number
of models do take nested entities into account as
well (Alex et al., 2007; Lu and Roth, 2015; Ju et al.,
2018; Straková et al., 2019; Yu et al., 2020; Li,
2021). Nested entities are embedded named enti-
ties included in other entities. To reflect current
needs of entity extraction, we choose to evaluate
the energy consumption of two deep learning neu-
ronal models, one that addresses flat entity recogni-
tion (Ma and Hovy, 2016) and one that addresses
both flat and nested entity recognition, introduced
by (Yu et al., 2020). (Yu et al., 2020) adapt the
biaffine dependency parsing model of (Dozat and
Manning, 2017) to Named Entity Recognition by
reformulating this task as the task of identifying
start and end indices and associating a category
to the span defined by these pairs. The biaffine
model is used on top of a multi-layer BiLSTM to
assign score to all possibles spans. To reproduce
this model, we encode words using the pre-trained
Language model CamemBERTBASE (Martin et al.,
2019) provided by the Transformers library4 from
Hugging Face Inc. (Wolf et al., 2020) and we fol-
low the same strategy by using CNN to encode the
character-based word embeddings.

4https://huggingface.co/transformers/

http://www.green-algorithms.org/
https://mlco2.github.io/impact/#compute
https://github.com/responsibleproblemsolving/energy-usage
https://github.com/Breakend/experiment-impact-tracker
https://github.com/lfwa/carbontracker
https://github.com/epfl-iglobalhealth/cumulator
https://codecarbon.io/
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Experimental set-up. The following configura-
tion is used: 1 core is used; GTX 1080 Ti GPUs are
used on the lab server while Tesla V100 GPUs are
used on the computing facility; the memory used is
11 GB on the server, and 32GB on the facility; 20
CPUs are used on the facility; the experiments were
conducted in France. We documented France as
the location for experiments in the impact measure-
ment tools as directed by the tools’ documentation.

Datasets. We used two benchmark datasets
for Named Entity Recognition in French: the
QUAERO Broadcast News Extended Named En-
tity dataset (Galibert et al., 2010) and the QUAERO
French Med dataset (Névéol et al., 2014), which
contains the EMEA and MEDLINE subsets. We
selected these datasets because they are suitable for
the task at hand, illustrate different scales of train-
ing data (the Press corpus is much larger than the
medical corpus) while remaining of modest size,
and are freely available for non-commercial use.

Table 2 presents descriptive statistics including
details about nested entities for the datasets.

QUAERO QUAERO French Med
French News EMEA MEDLINE

Documents 167 38 2,498
Entity Types 5 10 10
Tokens 1,347,368 40,257 31,926
Entities 79,632 7,159 9,074
Unique entities 19,876 1,880 5,895
Nested entities 0 1,009 2,280
% Nested 0 % 14,27 % 25,31 %
Max Depth 1 4 4

Table 2: Corpus Statistics.

4.2 Results

Table 4 presents the results of the experiments,
with the CO2 equivalent measures for training each
model. To further understand potential differences
in CO2 measures we also report the corresponding
energy consumption in Table 3.

The CO2 equivalent emissions measured for a
same experiment greatly depending on the mea-
suring tool used. We analyzed the computational
set-up and tool configurations in an attempt to bet-
ter understand the observed variations.

Carbon intensity We noticed that carbon tracker
used the average carbon intensity for EU-28 in 2017
(294.21 gCO2eq/kWh) instead of the French value
(around 30 to 40 gCO2eq/kWh according to elec-
tricityMap), which overestimates the CO2 equiva-

lent cost. Green Algorithms, which uses the 2020
values from electricityMap, gives 39 gCO2eq/kWh.
Experiment impact tracker uses the 2018 electric-
ityMap value, which gives a 47.60 gCO2eq/kWh
for France. Energy usage relies on international
energy mix data from the U.S. Energy Information
Administration data for the year 2016, and assumed
carbon equivalencies by energy type. The value for
France thus seems to be 424 gCO2eq/kWh. ML
CO2 Impact was used with the default value, 432
gCO2/kWh. We investigated the data sources pro-
vided by the tools to search for a more precise
value for France, but the values for Carbon inten-
sity varied a lot: 53 gCO2/kWh on Carbon footprint
when the given link was followed, leading to the
2018 emissions; with the most recent data avail-
able, from 2020, the carbon intensity for France is
38,95. On electricityMap, the value at the time of
the experiments was 31 gCO2/kWh. The European
Commission link again gives different values, ac-
cording to the kind of electricity considered, and
based on 2013 values.

The carbon intensity values is thus very different
even when considering the same country.

Hardware On the computing facility, we used
Tesla V100-PCIE-32GB GPUs. However, the hard-
ware options offered by the online algorithms did
not exactly correspond to the equipment we used.
For example ML CO2 Impact offers only V100-
PCIE-16GB or V100-SXM2-32GB, so we reported
the results for V100-SXM2-32GB. In Green al-
gorithms, the only GPU option available is Tesla
V100. This may lead to a lack of precision on the
results.

Green algorithms currently does not enable to
input both CPU and GPU usage, although a forth-
coming version should include this possibility.

Precision of results The NER experiments con-
ducted were designed to test the impact measure-
ment tools without causing excessive environmen-
tal impact. We used modest sized datasets requir-
ing short training times, which posed problems
for some tools. For example ML CO2 Impact dis-
played 0 values for several experiments, so we used
the formula provided in the publication to obtain a
more precise measurement.

5 Discussion

Measuring carbon footprint is a novel under-
taking Table 1 shows that the availability of tools

https://www.carbonfootprint.com
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CO2 equivalent (g.) Runtime NER metrics
(mins.)

CT EIT EU Cu MLCI GA P R F
N

E
R

(Y
u

et
al

.,
20

20
) French Press

Server 237.96 78 0.496 302 290 350.15 163:39 87.49 74.85 80.68
Facility 161.16 48 0.979 222 250 260.26 118:04 88.05 74.71 80.83
EMEA
Server 9.70 30 0,00131 19 20 16.67 9:31 73.78 59.74 66.02
Facility 8.07 1 0,002 13.7 10 14.31 6:51 77.58 58.71 66.84
MEDLINE
Server 13.44 30 0,00128 26.1 20 20.68 11:55 66.62 62.11 64.28
Facility 10.50 1 0,00259 19.4 20 20.03 9:11 79.73 78.35 78.98

N
E

R
(M

a
an

d
H

ov
y,

20
16

) French Press
Server 87.62 12 5.1 100.04 125 104.40 58:30 78.49 69.77 73.87
Facility 46.43 6 2.87 79.05 99 102.08 46:44 80.75 70.67 75.38
EMEA
Server 2.23 0.004 0.117 4.31 0 3.83 02:14 61.77 50.27 55.43
Facility 2.28 0 0.151 3.23 0 4.99 02:27 57.46 51.98 54.58
MEDLINE
Server 2.99 0 0.137 5.20 0 5.57 03:11 43.97 41.08 42.47
Facility 2.74 0 0 0.176 0 5.67 02:58 52.39 36.68 43.15

Table 3: Results of NER experiments. The upper part of the table presents the results obtained with an implementa-
tion of the method by (Yu et al., 2020) while the bottom part presents the results obtained with an implementation
of the method by (Ma and Hovy, 2016). The CO2 equivalent measures are reported according to the six selected
tools in this study, Carbon Tracker (CT), Green Algorithms (GA), Experiment Impact Tracker (EIT), ML CO2
Impact (MLCI), Energy Use (EU) and Cumulator (Cu).

Energy consumption (kWh)

CT EIT EU Cu MLCI GA

N
E

R
(Y

u
et

al
.,

20
20

) French Press
Server 0.809 1.399 0,00117 n/a 0.68 1.38
Facility 0.548 0.865 0,00231 n/a 0.59 1.03
EMEA
Server 0.033 0.053 0,0000034 n/a 0.04 0.07
Facility 0.027 0.017 0,0000047 n/a 0.03 0.06
MEDLINE
Server 0.046 0.045 0,0000030 n/a 0.05 0.08
Facility 0.036 0.021 0,0000061 n/a 0.05 0.08

N
E

R
(M

a
an

d
H

ov
y,

20
16

) French Press
Server 0.298 0.209 0.012 n/a 0.29 0.41
Facility 0.158 0.102 0.0068 n/a 0.23 0.40
EMEA
Server 0.0072 0.007 0.00028 n/a 0.01 0.02
Facility 0.0078 0.004 0.00036 n/a 0.01 0.02
MEDLINE
Server 0.010 0.007 0.00032 n/a 0.015 0.02
Facility 0.0094 0.005 0.0004 n/a 0.015 0.02

Table 4: Energy consumption in kWh for each method and experimental condition. The upper part of the table
presents the results obtained with an implementation of the method by (Yu et al., 2020) while the bottom part
presents the results obtained with an implementation of the method by (Ma and Hovy, 2016). The measures are
reported according to the six selected tools in this study, Carbon Tracker (CT), Green Algorithms (GA), Experiment
Impact Tracker (EIT), ML CO2 Impact (MLCI), Energy Use (EU) and Cumulator (Cu).

for measuring carbon impact of experiments is
quite recent. Furthermore, these tools have been
moderately used in the field of NLP (we identified

9 studies in total). However, we can note that the in-
terest in producing impact measures is widespread
as the six tools reviewed were developed by re-



18

searchers in different countries across Europe and
North America.

Differences in carbon footprint measurements
Miozzo et al. (2021) found the emissions computed
by Green algorithms to be higher than those com-
puted by ML CO2 Impact. This is explained by the
details of the functional criteria reported in table
1, which show that key elements such as carbon
intensity values or PUE differ across the tools. The
results from table 4 also illustrate the differences.

The CO2 equivalent emissions obtained from
ML CO2 Impact and Green Algorithms are higher
than those returned by other tools. This is consis-
tent with our expectation because GA and MLCI do
not perform direct measurements of the energy con-
sumption but estimate it based on user supplied in-
formation. Carbon Tracker and Experiment Impact
Tracker, which are based on the same calculations,
produce similar impact measures. We observe that
impact measures, in terms of energy consumption
as well as CO2 emissions, are generally lower for
the computing facility compared to the local server.
This can probably be explained by the difference
in equipment (e.g. type of GPUs).

The measures obtained from Energy Usage are
much lower than those obtained from the other
tools. After investigation, it seems that these results
do not take into account the GPU consumption, due
to a possible bug in the tool, which was reported to
the code authors.

Carbon footprint is underestimated All the
tools reviewed in this study only evaluate the car-
bon footprint of NLP experiments based on en-
ergy consumption during the dynamic use phase
of equipment. Emissions resulting from the pro-
duction and end-of-life phases are unaccounted or
partially accounted. In addition, we can note that
setting up experiments also requires some upstream
testing of configurations and model parameters that
are often not accounted in the measures. Green Al-
gorithm is the only tool in our selection that brings
the users attention to this source of emission with
the "pragmatic scaling factor". For these reasons,
the measures of CO2 equivalent obtained with these
tools underestimate the actual carbon footprint.

NER performance The performance of the sys-
tems in terms of precision, recall and F-measure
is above the median and average of participa-
tions in the 2016 CLEF eHealth task where the
QUAERO French Med dataset was used as a bench-

mark (Névéol et al., 2016)5. As expected, the per-
formance obtained is higher with the more recent
nested entity extraction tool (Yu et al., 2020) vs.
flat entity extraction tool (Ma and Hovy, 2016).
This comes at the cost of higher environmental im-
pact as measured by all tools. We can also note
that the state of the art on this dataset remains
the low-carbon cost dictionary method submitted
to the CLEF eHealth shared task by the Erasmus
team (Van Mulligen et al., 2016).

Which tool should be used for measuring car-
bon footprint of NLP experiments? The online
tools (Green Algorithms and ML CO2 impact) are
very convenient to use as no installation is neces-
sary. Since they are used separately from running
the experiments, an estimate of experiment impact
can be obtained after running the experiment. How-
ever, some of the information to be supplied is not
easy to figure out, such as "memory requirement"
(GA) or "carbon intensity" (MLCI). In our expe-
rience, the use of the python packages tracking
real-time energy usage (Carbon Tracker, Experi-
ment Impact Tracker and Energy Usage) required
special permission to read RAPL results, even with
through powercap access, so admin assistance was
needed to use the tools.

Also, the short training times in the NER exper-
iments yielded impact measures of 0 from some
of the tools. This suggests that these tools are not
sensitive enough to measure small impacts and may
be intended for use on higher impact experiments.

6 Conclusions

In this paper, we have conducted a survey of the
literature to identify tools for measuring the envi-
ronmental impact of NLP experiments. We char-
acterized six tools and evaluated them on a sample
named entity recognition task. The measures ob-
tained vary significantly and only account for one
in four sources of carbon emissions. More work
is needed to better understand the differences in
measurement between the tools and to account for
sources of carbon emissions other than the dynamic
use of hardware equipment: production, idle use,
end of life.

5We note that while the results of the nested entity extrac-
tion tool (Yu et al., 2020) are directly comparable to the shared
task results, those of the flat entity extraction tool (Ma and
Hovy, 2016) are not because 14-25% of nested entities are not
taken into account.
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