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Abstract

Recent work in cross-topic argument mining
attempts to learn models that generalise across
topics rather than merely relying on within-
topic spurious correlations. We examine the
effectiveness of this approach by analysing the
output of single-task and multi-task models for
cross-topic argument mining through a com-
bination of linear approximations of their de-
cision boundaries, manual feature grouping,
challenge examples, and ablations across the
input vocabulary. Surprisingly, we show that
cross-topic models still rely mostly on spu-
rious correlations and only generalise within
closely related topics, e.g., a model trained
only on closed-class words and a few common
open-class words outperforms a state-of-the-
art cross-topic model on distant target topics.

1 Introduction

When a sentiment analysis model associates the
word Shrek with positive sentiment (Sindhwani
and Melville, 2008), it relies on a spurious cor-
relation. While the movie Shrek was popular at
the time the training data was sampled, this is un-
likely to transfer across demographics, platforms
and years. While there exists a continuum from
sentiment words such as fantastic to spurious cor-
relations such as Shrek, with words such as Holly-
wood or anticipation being perhaps in a grey zone,
demoting spurious correlations is key to learning
robust NLP models (Sutton et al., 2006; Søgaard,
2013; Tu et al., 2020).

This paper studies a similar problem in state-of-
the-art cross-topic argument mining systems. The
task of argument mining is to recognise the exis-
tence of claims and premises in a text span. The

All code will be publicly available at https://
github.com/terne/spurious_correlations_
in_argmin

Figure 1: In human interaction, it is evident that rely-
ing on topic words for recognizing an argument is non-
sensical. It is, nevertheless, what a BERT-based cross-
topic argument mining model does.

standard evaluation protocol is to evaluate argu-
ment mining systems across topics, i.e., on held-
out topics, precisely to avoid over-fitting to a single
topic (Daxenberger et al., 2017; Stab et al., 2018;
Reimers et al., 2019). This study shows that despite
this sensible cross-topic evaluation protocol, state-
of-the-art systems nevertheless rely primarily on
spurious correlations, e.g., guns (Figure 1). These
spurious correlations transfer across some topics in
popular benchmarks, but only because the topics
are closely related.

Contributions We present experiments with an
out-of-the-box learning architecture for argument
mining, yet with state-of-the-art performance,
based on Microsoft’s MT-DNN library (Liu et al.,
2019). We train models on the UKP Sentential
Argument Mining Corpus (Stab et al., 2018), the
IBM Debater Argument Search Engine Dataset
(Levy et al., 2018), the Argument Extraction corpus
(Swanson et al., 2015), and the Vaccination Corpus
(Morante et al., 2020). We analyse the models with

https://github.com/terne/spurious_correlations_in_argmin
https://github.com/terne/spurious_correlations_in_argmin
https://github.com/terne/spurious_correlations_in_argmin
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respect to spurious correlations using the post-hoc
interpretability tool LIME (Ribeiro et al., 2016)
and we find that the models rely heavily on these.
This analysis is the paper’s main contribution: In
§5, we: a) evaluate our best-performing model on
a small set of challenge examples, which we make
available, and which motivate our subsequent anal-
yses; b) manually analyse how many of the words
our models rely the most on are spurious correla-
tions; c) evaluate how much weight our models at-
tribute to open class words and whether multi-task
training effectively moves emphasis to closed-class
items that likely transfer better across topics; d)
evaluate how much weight our models attribute
to words in a manually constructed claim indica-
tor list (Morante et al., 2020; Stab and Gurevych,
2017), and whether multi-task training effectively
moves emphasis to such claim indicators that likely
transfer better across topics; and lastly e) evaluate
the performance of models trained only on closed-
class words or closed class and open class words
that are shared across topics. Surprisingly, we find
that models with access to only closed-class words,
and a few common (topic-independent) open-class
words, perform better across distant topics than our
baseline, state-of-the-art models (Table 5).

2 Argument mining

We first describe the task of argument mining, fo-
cusing, in particular, on the subtle difference be-
tween argument mining (‘this is an argument for or
against x’) and stance detection (‘this is an expres-
sion of opinion for or against x’). Both tasks are
very relevant for social scientists, monitoring the
dynamics of public opinion. Still, whereas stance
detection can be used to see what fractions of demo-
graphic subgroups are in favor of or against some
topic, argument mining can be used to identify the
arguments made for and against policies in political
discussions.

What is an argument? An argument is made
up of propositions (claims), which are statements
that are either true or false. Traditionally, an ar-
gument must consist of at least two claims, with
one being the conclusion (major claim) and at least
one reason (premise) backing up that claim. Some
argument annotation schemes ask annotators to la-
bel premises and major claims separately (Lindahl
et al., 2019). Others simplify the task to identifying
claim or claim-like sentences (Morante et al., 2020)
or to whether sentences are claims supporting or

opposing a particular idea or topic (Levy et al.,
2018; Stab et al., 2018). The resources used in our
experiments below are of the latter type: Sentences
are labeled as arguments if they present evidence
or reasoning in relation to a claim or topic and are
refutable.

The resources used in our experiments are anno-
tated with arguments in the context of a particular
topic, as well as the argument’s polarity, i.e., what
is annotated relates to stance. The key difference
between the current task and stance detection is that
arguments require the author to present evidence
or reasoning for or against the topic.

Spurious correlations of arguments Argu-
ments for or against a policy typically refer to dif-
ferent concepts. Take, for example, discussions of
minimum wage and the terms living wages and jobs.
Since these terms are frequent in arguments for and
against minimum wage, they will be predictive of
arguments (in discussions of minimum wage). Still,
mentions of the terms are not themselves markers
of arguments, but simply spurious correlations of
arguments. We use the same definition of spurious
correlations as Wang and Culotta (2020), mainly
that a relationship between a term and a label is
spurious if one cannot expect the term to be a deter-
mining factor for assigning the label.1 Examples
of the contrary are terms such as if and because
(and to some degree stance terms), which one can
reasonably expect to be determining factors for an
argument to exist (and therefore to be stable across
topics and time).

3 Datasets

The UKP Sentential Argument Mining Corpus
(UKP) (Stab et al., 2018) contains 25,492 sen-
tences spanning eight controversial topics (abor-
tion, cloning, death penalty, gun control, marijuana
legalization, school uniforms, minimum wage and
nuclear energy), each annotated at the sentence
level as one of three classes; NO ARGUMENT, AR-
GUMENT AGAINST, and ARGUMENT FOR. For
example, a sentence about death penalty may not
be arguing for or against death penalty (NO ARGU-
MENT), may present an argument against having
death penalty as a punishment for a severe crime

1Arjovsky et al. (2019) provides the example of a classifier
trained to distinguish between images of cows and camels; if
prone to spurious correlations, the classifier may be challenged
by a picture of a cow on a sandy beach. Bommasani and
Cardie (2020) also refer to spurious correlations as reasoning
shortcuts.
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(ARGUMENT AGAINST), or may present an ar-
gument in favor of the same (ARGUMENT FOR).
The data is annotated such that the evaluation of a
sentence (being an argument or not) is not strictly
dependent on the topic. However, it should still
be unambiguously supportive of or against a topic.
Claims will not be annotated as an argument unless
they include some evidence or reasoning behind
the claim; however, Lin et al. (2019) do find a few
wrongly annotated sentences in this regard. The
corpus comes with a fixed 70-10-20 split.

The IBM Debater Argument Search Engine
Dataset (IBM) is from a larger dataset of argu-
mentative sentences defined through query patterns
by Levy et al. (2017, 2018). We use only the 2,500
sentences that are gold labelled — with binary la-
bels, where positive labels were given to statements
that directly support or contest a topic. The sen-
tences are from Wikipedia articles and span 50
topics. Since the authors used queries to mine the
examples, the data is imbalanced (70% positive).
We introduce a random 70-30 split.

The Argument Extraction Corpus (AQ)
(Swanson et al., 2015) contains 5,374 sentences
annotated with argument quality on a continuous
scale between 0 (hard to interpret the argument)
and 1 (easy to interpret the argument). Of the
corpora included in our study, this differs most
from the others; however, the topics included are
controversial topics (gun control, gay marriage,
evolution, and death penalty), similar to the UKP
Corpus. The sentences are partly from the Internet
Argument Corpus (Walker et al., 2012) and partly
from createdebate.com. We introduce a random
70-30 split.

The Vaccination Corpus (VacC) was presented
in Morante et al. (2020) and consists of 294 doc-
uments from online debates on vaccination with
marked claims. A claim is defined as opinionated
statements wrt. vaccination. For our purpose, we
split the documents into sentences (23,467). We
use binary labels (claim or not) and introduce a
random 70-10-20 split.

4 Experimental setup

We now describe our learning architecture, an al-
most out-of-the-box application of the MT-DNN
architecture in Liu et al. (2019). It is a strong model
that achieves a better performance than previously
reported across the benchmarks.

The MT-DNN model of Liu et al. (2019) com-
bines the pre-trained BERT architecture with multi-
task learning. The model can be broken up into
shared layers and task-specific layers. The shared
layers are initialised with the pre-trained BERT
base model (Devlin et al., 2019). We add a task-
specific output layer for each task and update all
model parameters during training with AdaMax.
The task-specific layers are logistic regression clas-
sifiers with softmax activation, minimising cross-
entropy loss functions for classification tasks or
mean squared error for regression tasks. If we only
have a single output layer, we refer to the archi-
tecture as single-task DNN (ST-DNN) rather than
MT-DNN. We train all models over 10 epochs with
a batch size of 5 for feasibility and otherwise use
default hyperparameters.

Following Stab et al. (2018), we iteratively com-
bine the training and validation data from seven
of the eight topics of the UKP Corpus for training
and parameter tuning and use the test data of the
held-out topic for testing. We firstly treat the task
as a single-sentence classification task and train
an ST-DNN with the BERT-base model as shared
layers. Since Tu et al. (2020) argues multi-task
learning effectively reduces sensitivity to spurious
correlations, we experiment with MT-DNN mod-
els based on different data and task combinations:
For each auxiliary dataset (IBM, AQ, and VAcC),
we train an MT-DNN model with the UKP Cor-
pus as one task and the auxiliary data as another
task. We denote the MT-DNN models as follows:
MT-DNN+IBM refers to a model trained with the
IBM data as an auxiliary claim classification task;
MT-DNN+AQ is trained with AQ as an auxiliary
regression task; MT-DNN+VacC is trained with
VAcC data as an auxiliary claim classification task;
MT-DNN+AQ+IBM+VacC is our largest model
trained with all auxiliary tasks. Topic-MT-DNN
provides us with an upper bound: In this setting,
all topics are used in training and tuning, including
the target topic, as eight separate tasks.

5 Analysis

We evaluate the models on the UKP Corpus using
the cross-topic evaluation protocol of (Stab et al.,
2018) – training with seven topics and testing on
a held-out topic. We report the average macro F1

across five random seeds. Table 1 shows the aver-
age cross-topic results as well as results for each
held-out topic for all models. With single-task mod-
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Model Average abortion cloning death
penalty

gun
control

marijuana
legal

school
uniforms

minimum
wage

nuclear
energy

IN-TOPIC MODELS (upper bounds)

Topic-MT-DNN† .665 .571 .733 .595 .611 .724 .707 .716 .662

CROSS-TOPIC MODELS

ST-DNN .642±.011 .473±.012 .715±.012 .595±.009 .593±.011 .703±.010 .698±.015 .710±.013 .650±.002
MT-DNN+IBM .643±.009 .466±.019 .726±.010 .595±.006 .582±.004 .704±.010 .703±.010 .718±.009 .655±.006
MT-DNN+AQ .643±.011 .479±.015 .716±.006 .600±.012 .590±.010 .699±.011 .710±.010 .698±.008 .649±.015
MT-DNN+VacC .641±.010 .472±.016 .716±.008 .589±.009 .601±.009 .701±.011 .690±.010 .699±.013 .660±.006
MT-DNN+VacC+IBM+AQ .644±.011 .476±.009 .720±.021 .587±.011 .598±.005 .716±.011 .696±.003 .701±.018 .655±.006

CONSTRAINED CROSS-TOPIC MODELS (lower bounds)

CLOSED .481±.014 .472±.016 .492±.006 .467±.013 .452±.015 .515±.021 .478±.012 .520±.012 .519±.008
CLOSED+SHARED .501±.010 .426±.012 .508±.016 .475±.009 .469±.006 .552±.004 .490±.005 .565±.017 .519±.008

Table 1: Macro F1 scores across topics of the three-class UKP data. IN-TOPIC models are (also) trained on the
training data of the target topic. CONSTRAINED models only rely on closed-class words and open class words
shared across all topics. In-topic, cross-topic and constrained models cannot be directly compared. Still, in-topic
and constrained models provide upper and lower bounds in the sense that they represent scenarios where models
are encouraged, respectively prohibited, to rely on spurious features. We report averages across 5 random seeds
except †, which is only one run. The best performances per column within cross-topic models are boldfaced.

els, we achieve an average macro F1 of .642, which
is a big improvement from the .429 reported by
Stab et al. (2018). Our ST-DNN model also out-
performs the best-reported score in the literature,
which, as far as we know, is .633 by Reimers et al.
(2019). Reimers et al. (2019) used BERT Large
and, unlike us, integrated topic information in the
model. Multi-task learning can improve the perfor-
mance to .644, a 35% error reduction relative to
the upper bound of training a model on all eight
topics, i.e., including in-topic training data. We see
a large variation in the performance across topics
for all models, with the abortion topic being hard-
est to classify and cloning being easiest. With two
classes – argument or not – the average macro F1

is .776, again with large differences across topics;
abortion being hardest to classify (.656) and min-
imum wage being easiest (.828). To analyze our
models, we use the popular post-hoc interpretabil-
ity tool LIME (Ribeiro et al., 2016). By training
linear (logistic regression) models on perturbations
of each instance, LIME learn interpretable mod-
els that locally approximate our models’ decision
boundaries. The weights of the LIME models tell
us which features are locally important.2

2LIME has several weaknesses: LIME is linear (Bramhall
et al., 2020), unstable (Elshawi et al., 2019) and very sensitive
to the width of the kernel used to assign weights to input
example perturbations (Vlassopoulos, 2019; Kopper, 2019), an
increasing number of features also increases weight instability
(Gruber, 2019), and Vlassopoulos (2019) argues that with
sparse data, sampling is insufficient. Laugel et al. (2018)
argues the specific sampling technique is suboptimal. Since we
use aggregate LIME statistics across hundreds of data points,
these weaknesses should have limited impact on our results;
LIME remains a de facto standard, and most alternatives suffer

a) Challenge examples For an initial qualitative
error analysis, 19 short text pieces are taken from
exercises made by Jon M. Young for his Criti-
cal Thinking course at Fayetteville State Univer-
sity.34 Of these, the first six are examples of sen-
tences that comprise an argument or not, and if
they do, the conclusions and premises have been
annotated by Young. The last 13 examples are
from exercises where we annotated the correct an-
swers. We contrast the LIME analyses of the pre-
dictions of our best performing model, i.e. MT-
DNN+VacC+IBM+AQ, as well as our ST-DNN
baseline.5 An example of the LIME explanations
can be seen in Figure 2. The remaining LIME
explanations are in the appendix in Figures 4-7.

Out of the 19 examples, seven were incorrectly
classified by our best model. Common to these
misclassified examples is either a rather uncontro-
versial, everyday topic (4c, 4g, 5e) or a very in-
formative language (4h, 5g, 5h). Since the model
was mainly trained on controversial topics, it is not
surprising that these uncontroversial cases make
the model misstep. While this is a tiny sample,
these incorrect classifications do suggest that our
models do not transfer well to any topic, possibly
indicating they rely more on topic words than on

from similar weaknesses or are prohibitively costly to run.
3https://tinyurl.com/y6ldjtvh
4https://tinyurl.com/yyw5uhtm
5For LIME, we use a neighbourhood of size 500 both here

and in the following experiments. We use models trained with
random seed 2018 for the current and following LIME exper-
iments, and for the current analysis, we use models trained
with the cloning topic as our held-out topic.

https://tinyurl.com/y6ldjtvh
https://tinyurl.com/yyw5uhtm
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Topic Argument words Topic words Stance words Other

abortion if, that, for abortion, life, women,
woman, human, pregnancy,
unborn

right, legal, hates the , is, to, in, it, be

cloning would, will, if, could,
potential

cloning, clone, cloned,
genetic

not, no, abnormalities the , to, is, it, have, be, do

death penalty would, if death, penalty, punishment,
killing, crime

not, murder, murderers the , to, in, is, of, are,
people, it

gun control gun, guns, criminals,
background, checks, disarm,
arms, armed

no, safer, right, more, not,
abiding

a , the, are, and, in, is

marijuana legalization would marijuana, use, effects,
legalizing, legalization,
drug, prohibition, drugs

no, not, more, abuse, costs is , the, are, it

school uniforms if, but uniforms, uniform, school,
students, clothing, wears

not, less, improve,
decreased, uncomfortable,
costs

to , can, it, without

minimum wage would, that, if wage, minimum, workers,
wages, living, jobs, hour

cost, more, no, many the , it, is, are, can

nuclear energy that, if, for nuclear, power, energy,
reactors, plants, waste,
chernobyl, fuel

safety, less is , the, to, has, can, it

Table 2: Top 20 words for each topic based on accumulated LIME weights towards the predicted label of each
sentence. Divided into word categories.

(a)

(b)

Figure 2: Non-argumentative example sentence (because it is question rather than argument) explained with LIME.
The orange highlights indicate words weighted positively towards the ARGUMENT AGAINST class. The darker
the colour, the larger the weight. a) using MT-DNN+AQ+IBM+VacC as the predictor. b) using ST-DNN as the
predictor. Both models used were trained with the cloning topic held out.

argument markers. This is supported by the ob-
servation that open-class words – rather than argu-
mentative language patterns – are given most of the
weight towards the argument classes. Open-class
words are defined as nouns, verbs and adjectives,
and closed-class words are the remains. For ex-
ample, we see “guns” as an argument indicator
rather than “if” in 2a and 2b; we see “people” and
“needs” emphasized more than “if” in 5f; and in 5i,
the stance indicator “disastrous” and the open-class
word “television” have large weights, while “seems”
and “caused” are not emphasized at all. Overall,
this suggests our models learn what arguments are
about but not what constitutes an argument. The
single-task model exhibits similar patterns. In fact,
there seems to be little difference between what the
two models attend to.

This initial evaluation raises two questions: To
what extent do our models rely on topic-specific
spurious correlations with limited ability to transfer

across (distant) topics instead of relying on more
generic argument markers? And to what extent
do simple regularization techniques like multi-task
learning, as suggested in Tu et al. (2020), prevent
our models from over-fitting in this way?

b) How many of the words we rely on are spu-
rious? We generate and accumulate LIME ex-
planations for our single-task models over the cor-
responding held-out topics’ development sets to
evaluate how much our models rely on spurious cor-
relations. We accumulate LIME weights for words
towards the predicted class. Words are sorted by
accumulated weights, and we manually annotate
the top k words for whether they are spurious.

Specifically, and to better understand the distri-
bution of word types, we divide the top 20 words
into four categories: argument words, topic words,
stance words, and other. We define argument
words as words that likely appear when present-
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ing claims, independent on the topic, including
markers of evidence and reasons such as “if”, “that”
and “because” and similar lexical indicators based
on (Stab and Gurevych, 2017). Contrary to argu-
ment words, we define topic words as words that
have no relation to the act of presenting an argu-
ment but are clearly related to the specific topic,
e.g., nouns or verbs frequently used when debating
or merely describing the topic. Lastly, we define
stance words as opinionated words that express
a stance toward a topic (but is not only used in
the context of arguments, i.e., presenting evidence).
Examples include describing death penalty as “mur-
der” or school uniforms as “uncomfortable”. Three
annotators agreed on the classification. Words that
did not fit our scheme were categorised as other.
Table 2 shows the top 20 words, categorised, for all
development sets.6

Our first observation is that 62.5% of the top
20 words are topic words, and for the GUN CON-
TROL topic, none of the words are argument words.
Instead, topic words such as “criminals”, “back-
ground” and “checks” receive high weights. These
words are neither indicative of an argument or
stance – hence, they are spurious correlations. In-
terestingly, the only topic where argument words is
the majority category is cloning – the held-out topic
where all our models perform best. This suggests
reducing our models’ reliance on topic words can
improve the cross-topic performance of argument
mining models, which we will investigate in the
following experiments. Of course, our models, nev-
ertheless, show relatively good performance across
topics, suggesting that some topic words transfer
across topics in the UKP corpus. We will discuss
recommendations for experimental protocols and
the importance of evaluating across distant topics
below.

Note that we do not normalize the accumulated
LIME weights by word frequency, which favors
frequent words. When normalising the weights,
our models also rely heavily on low-frequency
stance words and for all topics, except cloning,
there are many topic words among the top 20. High-
frequency words (as well as most argument words)
are naturally ranked much lower after normalisa-
tion. Stance words are, of course, not spurious for
our three-way classification problem, but a near dis-

6Top 20 words along with their frequency and
LIME weights are provided at github.com/terne/
spurious_correlations_in_argmin/top_
words

appearance of argument words in the normalized
top 20 suggests our models are unlikely to capture
low-frequency argument markers.

c) How much weight do our models attribute to
open class words, and does multi-task learning
move emphasis to closed-class items? Multi-
task learning is a regularization technique (Søgaard
and Goldberg, 2016; Liu et al., 2019) and may, as
suggested by Tu et al. (2020), reduce the extent to
which our models rely on spurious correlations,
which tend to be open class words. To compare
the weight attributed to open-class words, across
single-task and multi-task models, we define a
score reflecting the weight put on open class words
in a sentence: For each word in the sentence, we
consider the maximum LIME weight of the two
weights towards the argument classes ARGUMENT

AGAINST and ARGUMENT FOR. We then take the
sum of LIME weights put on open class words,
normalised by the total sum of weights, and divide
the normalised weight by the sentence fraction
of open-class words. Table 3 shows the average
sentence scores for each topic and model. We
observe that the weights are very similar across
single-task and multi-task models (and topics), and
a Wilcoxon signed-rank test confirms that there
is no significant difference between single-task
and multi-task open class sentence scores. We also
performed the test with sentence scores defined
for each class separately (rather than taking the
maximum weight) and again found no significant
differences.

Topic ST MT

abortion 1.447 1.408
cloning 1.404 1.416
death penalty 1.441 1.421
gun control 1.436 1.381
marijuana legalization 1.387 1.414
school uniforms 1.461 1.402
minmum wage 1.398 1.412
nuclear energy 1.379 1.366

mean 1.419 1.402

Table 3: The sentence scores reflecting the weight put
on open class words across domains and model types.
There is no significant difference between mean sen-
tence scores of ST and MT models.

d) How much weight do our models attribute to
claim indicators, and does multi-task learning
move emphasis to such indicators? As a set of

github.com/terne/spurious_correlations_in_argmin/top_words
github.com/terne/spurious_correlations_in_argmin/top_words
github.com/terne/spurious_correlations_in_argmin/top_words
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Claim indicators indicates, because, proves, however, shows, re-
sult, opinion, conclusion, given, accordingly, since,
clearly, mean, truth, consequently, must, would,
points, therefore, whereas, obvious, demonstrates,
thus, fact, if, that, hence, i, could, should, for, con-
trary, potential, may, believe, suggests, probable,
conclude, clear, point, sum, entails, think, implies,
explanation, follows, reason

Shared open political, single, debate, had, asked, made, policy,
last, legal, cause, long, few, said, want, person, is-
sue, say, group, possible, use, people, believe, good,
have, fact, point, society, time, such, going, put,
used, come, based, question, think, example, part,
other, are, year, including, argument, only, way, ef-
fects, go, many, support, more, several, end, has,
day, see, need, make, get, means, public, is, high,
help, money, find, found, same

Table 4: Claim indicators (see text) and shared open
class words across the UKP topics.

words indicative of arguments, we use the claim
indicator list provided in the appendix for the Vac-
cination Corpus’ annotation guideline (Morante
et al., 2020), which is in turn based on (Stab and
Gurevych, 2017). We simplify the indicators to
unigrams and combine the set with a few additions
from Young’s Critical Thinking course website;
see Table 4. For each held-out topic, we com-
pute the average LIME weight of each claim in-
dicator. Figure 3 shows a boxplot with these av-
erages across single-task and multi-task models.
We test for significance using the Wilcoxon signed-
rank test. Argument words are weighted signif-
icantly higher in the two argument classes com-
pared to NO ARGUMENT, at the 0.01 significance
level, as would be expected. With ARGUMENT

AGAINST, we find significantly higher weights at-
tributed to argument words by the multi-task mod-
els. However, with ARGUMENT FOR, the opposite
scenario is observed. Hence, multi-task learning
does not robustly move emphasis to claim indica-
tors. Moreover, when normalising the weights by
frequency before averaging, the significant differ-
ence between single-task and multi-task in ARGU-
MENT FOR disappears.

e) Removing spurious features We have seen
how our models rely on spurious features such as
gun and marijuana. What happens if we remove
this? Obviously, removing only such words would
require expensive manual annotation (like we did
for the top-20 LIME words), but we can do some-
thing more aggressive (with high recall), namely
to remove all open class words. If a model that
relies only on closed-class words exhibits better
performance across distant topics than state-of-the-
art models, this is strong evidence that this model
overfits to spurious features.

Figure 3: Boxplot of argument word LIME weights
with each point representing the topic mean of the ar-
gument word weights. We find significant differences
between the weights resulting from a single-task and
multi-task model towards the two argument classes AR-
GUMENT AGAINST and ARGUMENT FOR at the 5 and
1 percent significance level, respectively. Furthermore,
argument words are weighted significantly higher in
the two argument classes than in the NO ARGUMENT
class, at the 0.01 significance level.

To this end, we train single-task models (ST-
DNN) with all open class words replaced by un-
known tokens. We call this model CLOSED. We
report macro F1 on UKP for each held-out topic, as
well as an average across topics, in Table 1. We also
train a model with closed-class words and the open
class words that are shared across all eight topics.
This amounts to 67 open class words, in total; see
Table 4.7 We include these 67 open class words in
CLOSED+SHARED (in Table 1) – and find that this
small set of words increase the average macro F1

with 2 percentage points over CLOSED. Another
effect of training CLOSED and CLOSED+SHARED

models is that the large variance in performance
across topics largely disappears.

To explore whether removing open class words
may improve generalization to more distant topics,
we test the constrained models on the test sets of
VacC and IBM. While the UKP dataset has three
classes, the evaluation datasets have two. We, there-

7It is worth noting that the set of 67 common open class
words above reflects that some words common across topics
are in fact of an argumentative nature, with verbs such as
“said”, “find” and “found” that are often used for referencing
sources when providing reasons for claims. We inspected
common words among the highest-ranking open class words.
We found that very few highly weighted words transfer across
more than a few topics, e.g. even at the top 200 level, only one
word, namely cost, transfer across four, i.e. half, of the topics.
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Model IBM VacC

ST-DNN .656 .504
CLOSED+SHARED .670 .569

Supervised (upper bound)

MT-DNN+VacC+IBM+AQ .813 .856

Table 5: ST-DNN and CLOSED+SHARED models are
trained solely on the UKP corpus, and we here report
these model’s performance (macro F1) on the binary,
out-of-domain corpora (IBM and VacC). The super-
vised upper bound is (multi-task) trained on the train-
ing data of all four datasets.

fore, merge the two argument classes in UKP when
evaluating test performance on VacC and IBM. We
report the average test score of the eight models
(holding out different UKP topics). Results are
found in Table 5 along with a single-task model
baseline, i.e., the standard ST-DNN model trained
on the UKP corpus, as well as the upper bound
on performance provided by an MT-DNN model
trained on all four datasets, including the two target
datasets. The CLOSED+SHARED model – some-
what surprisingly and very encouragingly – per-
forms better than the unconstrained ST-DNN for
both test sets (by some margin). This indicates that
state-of-the-art argument mining systems overfit
to spurious correlations, as well as the need for
evaluation on more distant topics.

6 Related Work

Feature analysis in argument mining Daxen-
berger et al. (2017) underline, like us, the chal-
lenge of cross-domain generalization in argument
mining, finding that models performing best in-
domain may not be the ones performing best out-
of-domain, which they argue may in part be due to
different notions of claims in the dataset develop-
ment. Through experiments with different feature
groups, such as embeddings, syntax or lexical fea-
tures, they find lexical clues to be the “essence”
of claims and that simple rules are important for
cross-domain performance. Simple lexical clues
are also found to be effective for argument mining
in Levy et al. (2018), who create a claim lexicon,
as well as in Lin et al. (2019) who investigate the
effectiveness of integrating lexica (a claim lexicon,
a sentiment lexicon, an emotion lexicon and the
Princeton WordNet8) in the attention mechanism
of a BiLSTM, but evaluate this only in the context

8https://wordnet.princeton.edu/

of in-domain argument mining.

Feature analysis in deep neural networks Fea-
ture analysis in deep neural networks is not straight-
forward but, by now, several approaches to attribute
importance in deep neural networks to features
or input tokens are available. One advantage of
LIME is that it can be applied to any model post-
hoc. Other approaches for interpreting transform-
ers, specifically, focus on inspections of the atten-
tion weights (Abnar and Zuidema, 2020; Vig, 2019)
and vector norms (Kobayashi et al., 2020).

Spurious correlations in text classification
Landeiro and Culotta (2018) provide a thorough
description of spurious correlations deriving from
confounding factors in text classification and out-
line methods from social science of controlling for
confounds. However, these methods require the
confounding factors to be known, which is often
not the case. This problem is tackled by Wang
and Culotta (2020) who, in contrast, develop a
computational method for distinguishing spurious
from genuine correlations in text classification to
adjust for the identified spurious features to im-
prove model robustness. They consider spurious
correlations in sentiment classification and toxicity
detection. McHardy et al. (2019) identified similar
problems in sarcasm detection and suggested ad-
versarial training to reduce sensitivity to spurious
correlations. Kumar et al. (2019) present a simi-
lar method to avoid “topical confounds” in native
language identification.

MTL to regularize spurious correlations Tu
et al. (2020) suggest multi-task learning increase
robustness to spurious correlations. Multi-task
learning has previously been shown to be an ef-
fective regularizer (Søgaard and Goldberg, 2016;
Sener and Koltun, 2018), leading to better gen-
eralization to new domains (Cheng et al., 2015;
Peng and Dredze, 2017). Jabbour et al. (2020),
though, presents experiments in automated diagno-
sis of disease based on chest X-rays suggesting that
multi-task learning is not always robust to spurious
correlations. In our study, we expected multi-task
learning to move emphasis to closed-class items
and claim indicators and away from the spurious
correlations that do not hold as general markers of
claims and arguments across topics and domains.
Still, our analysis of feature weights does not in-
dicate that multi-task learning is effective to this
end.

https://wordnet.princeton.edu/
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7 Conclusion

We have shown that cross-topic evaluation of ar-
gument mining is insufficient to prevent models
from relying on spurious features. Many of the
spurious correlations that our models rely on are
shared across some pairs of UKP topics but fail to
generalise to distant topics (IBM and VacC). This
shows cross-topic evaluation can encourage learn-
ing from signals, rather than spurious features; the
problem with the protocol in Stab et al. (2018) is
using multiple source topics. When using multi-
ple source topics for training (and if the annotation
relies on arguments being related to these topics),
the models may overly rely on features that are
frequent in debates of these topics but are not re-
lated to the forming of an argument and hence do
not generalise well to unseen topics. The variance
in cross-topic performance may be explained by
some topic words transferring across a few topics,
since the large variance disappears when removing
open-class words. We propose evaluating on more
distant held-out topics or simply considering the
worst-case performance across all pairs of topics to
estimate real-world out-of-topic performance.9
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Appendix

(a) This is an argument with the claim as the first sentence. The model has predicted ARGUMENT AGAINST. This
makes sense because it is an argument against censorship, with this being the focus of the conclusion.

(b) The model has rightly predicted the example as not being an argument.

(c) This is an argument with the last sentence as the conclusion. The model incorrectly predicts it as not being an
argument.

(d) This is not an argument. The model incorrectly predicts it as being an argument against something. This example
is not formally an argument because it is formulated as a question. We note that Stab et al. (2018) likewise found
questions among false positives in their error analysis.

(e) This is an argument with the conclusion as the last sentence. The model correctly predicts it as an argument for
something (for stricter controls on the content of entertainment).

(f) This is an argument with the conclusion as the last sentence. The model correctly predicts it as an argument for
something (for exercise).

(g) This is an example is an argument with the confusion as the first sentence. The model incorrectly predicts it as
not being an argument.

(h) This is an argument with the conclusion as the first sentence. The model incorrectly predicts it as not being an
argument.

Figure 4: LIME explanations of the first eight challenge examples predicted by the best MT model, MT-
DNN+AQ+IBM+VacC. Highlight colours represents weight towards a class; blue: NO ARGUMENT; orange: AR-
GUMENT AGAINST; green: ARGUMENT FOR. Darker colours mean larger weights.
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(a) This example is not an argument. The model correctly predicts it so.

(b) This example is an argument with the conclusion as the last sentence. The model correctly predicts it as an
argument, although as an argument against something rather than for (U.S. involvement).

(c) This example is not an argument, and the model correctly predicts it so.

(d) This example is an argument with the conclusion as the first sentence. The model correctly predicts it as an
argument for something (for student class attendance).

(e) This is an argument with the conclusion as the last sentence. The model incorrectly predicts is as not being an
argument.

(f) This example is an argument with the conclusion as the last sentence. The model correctly predicts it as an
argument against something (against an upcoming catastrophe caused by not acquiring new territories).

(g) This example is an argument with the conclusion as the first sentence. The model incorrectly predicts it as not
being an argument.

(h) This example is an argument with the conclusion as the first sentence. The model incorrectly predicts it as not
being an argument.

(i) This example is an argument with the conclusion as the first sentence. The model correctly predicts it as an
argument against something (against children watching television).

(j) This example is not an argument and the model correctly predicts it so.

(k) This example is an argument with the conclusion as last sentence. The model correctly predicts it as an argument
against something (against drinking and driving).

Figure 5: LIME explanations of the last 11 challenge examples predicted by the best model MT model, MT-
DNN+AQ+IBM+VacC. Highlight colours represents weight towards a class; blue: NO ARGUMENT; orange: AR-
GUMENT AGAINST; green: ARGUMENT FOR. Darker colours mean larger weights.
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

(j)

(k)

(l)

Figure 6: LIME explanations of the first 12 challenge examples predicted the single-task model. Highlight colours
represents weight towards a class; blue: NO ARGUMENT; orange: ARGUMENT AGAINST; green: ARGUMENT
FOR. Darker colours means larger weights.
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

Figure 7: LIME explanations of the last seven challenge examples predicted by the single-task model. Highlight
colours represents weight towards a class; blue: NO ARGUMENT; orange: ARGUMENT AGAINST; green: ARGU-
MENT FOR. Darker colours means larger weights.


