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Preface

Welcome to the 6th Social Media Mining for Health (#SMM4H) Workshop & Shared Task 2021,
co-located at the 2021 Annual Conference of the North American Chapter of the Association for
Computational Linguistics. Held online in its sixth iteration, #SMM4H 2021 continues to serve as
a venue for bringing together data mining researchers interested in building solutions for challenges
involved in utilizing social media data for health informatics. For #SMM4H 2021, we accepted 3
workshop papers and 29 shared task system description papers. Each submission was peer-reviewed
by two to three reviewers.

The accepted workshop papers used social media data, mainly from Twitter, for topics, studies and
applications surrounding COVID-19 and pharmacovigilance. Niu et. al. present a study summarizing
the evaluation of Twitter sentiments towards non-pharmaceutical interventions for COVID-19 in Canada.
Karisani et. al. propose a novel technique that uses both unlabeled and labeled tweets with drug mentions
along multiple views to achieve a new state-of-the-art performance in extracting adverse drug effects.
Finally, Miranda et. al. present a new annotated corpora in Spanish to identify occupational subgroups
on Twitter to estimate risks associated with COVID-19. They also present a summary of the ProfNER
shared task organized with the annotated data along the text classification and named entity recognition
subtasks.

The #SMM4H 2021 shared tasks sought to advance the use of Twitter data (tweets) for
pharmacovigilance, medication non-adherence, patient-centered outcomes, tracking cases and symptoms
associated with COVID-19 and assessing risks for occupational groups. In addition to re-reruns
of adverse drug effects extraction tasks in English and Russian #SMM4H 2021 included new tasks
for detecting medication non-adherence, adverse pregnancy outcomes, probable cases of COVID-19,
symptoms associated with COVID-19, extracting occupations and professions from Spanish tweets for
COVID-19 risk assessment and detecting self reports of breast cancer posts. The eight tasks required
methods for binary classification, multi-class classification, and named entity recognition (NER). With
40 teams making prediction submissions, participation in the #SMM4H shared tasks continue to grow.
Among the 29 shared task system description papers that were accepted, 9 teams were invited to present
their system orally.

The organizing committee of #SMM4H 2021 would like to thank the program committee for reviewing
the workshop papers and the additional reviewers of system description papers for providing constructive
feedback and participating in peer-review. We are also grateful to the organizers of NAACL 2021 for
facilitating the organization of the workshop and the Codalab team for providing the platform to organize
shared tasks. We would also like to thank the annotators of the shared task datasets, and of course,
everyone who submitted a paper or participated in the shared tasks. #SMM4H 2021 would not have been
possible without the contributions and participation from all of them.

Arjun, Ari, Antonio, Mohammed Ali, Ilseyar, Zulfat, Eulàlia, Salvador, Ivan, Karen, Davy, Elena, Abeed,
Juan, Martin and Graciela
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Abstract

In the midst of a global pandemic, under-
standing the public’s opinion of their govern-
ment’s policy-level, non-pharmaceutical inter-
ventions (NPIs) is a crucial component of the
health-policy-making process. Prior work on
COVID-19 NPI sentiment analysis by the epi-
demiological community has proceeded with-
out a method for properly attributing sentiment
changes to events, an ability to distinguish the
influence of various events across time, a co-
herent model for predicting the public’s opin-
ion of future events of the same sort, nor even
a means of conducting significance tests. We
argue here that this urgently needed evalua-
tion method does already exist. In the finan-
cial sector, event studies of the fluctuations in
a publicly traded company’s stock price are
commonplace for determining the effects of
earnings announcements, product placements,
etc. The same method is suitable for analysing
temporal sentiment variation in the light of
policy-level NPIs. We provide a case study of
Twitter sentiment towards policy-level NPIs in
Canada. Our results confirm a generally posi-
tive connection between the announcements of
NPIs and Twitter sentiment, and we document
a promising correlation between the results of
this study and a public-health survey of popu-
lar compliance with NPIs.

1 Introduction

As COVID-19 spreads rapidly around the world,
governments have implemented different NPIs to
contain the spread of the virus. While effective
at slowing down the spread of COVID-19 (Haug
et al., 2020), NPIs such as school and non-essential
businesses closures, telecommuting, mask require-
ments and physical distancing measures have dras-
tically changed our lives and sparked dissent. Anti-
mask and anti-lockdown protests are commonplace,
while there are nearly fifty million active cases
around the world. It is crucial for decision mak-
ers to understand the public’s opinion about NPIs,

and for policy-makers to have a means of fore-
casting the level of popular compliance with them.
This will determine their effectiveness as well as
whether additional measures and communication
strategies are needed in light of waning adherence.

Analysis of social media data is already popu-
lar among epidemiologists, as it is a data source
with near real-time feedback at very low cost (Ma-
jumder et al., 2016). Extracting sentiment trends
towards the pandemic on various social media plat-
forms has already attracted interest (Wang et al.,
2020b; Li et al., 2020; Wang et al., 2020a). Neu-
ral sentiment analysis is very prevalent because of
its high performance on classification tasks1 and
versatility. Temporal variation of sentiment is usu-
ally represented by time series, in which an aver-
age model-predicted sentiment scores over from
all social media posts within each time interval is
computed. Previous work following this paradigm
suffers from two major issues, however.

Firstly, nearly all time-series analyses have been
based on sentiment classification results — every
post is classified into one of the predetermined
sentiment categories (positive/(neutral)/negative)
— even though sentiment is a continuous random
variable. For example, Wang et al. (2020b) provide
two “sentiment-neutral” examples that in fact have
differing sentiments. Smoothing sentiment from a
continuous variable into a ternary or binary scale
causes a loss of dynamics, hence increasing the dif-
ficulty of the task and lowering the reliability of all
subsequent analyses. There are now n-valued sen-
timent corpora for n = 5 (Socher et al., 2013) and
n = 7 (Mohammad et al., 2018), but finer-grained
discrete sentiment does not entirely solve the prob-
lem. The valence regression task (V-reg) proposed
by Mohammad et al. (2018) is far more suitable
because it conveys a continuous sentiment inten-
sity measure through a logistic regression score.

1Top performers achieve near perfect accuracies, e.g.,
Jiang et al. (2020) at 97.5%.
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Figure 1: Wang et al. (2020a) claimed that general sen-
timent reached a minimum when the government an-
nounced a “lock-down” (A), and COVID-19 related
sentiment reached a maximum when Amsterdam an-
nounced release measures (B). Note that the magnitude
of difference between the minimum point they discov-
ered at (A) and the valley a few days prior, at which
there was no press conference, is not visible to the
naked eye.

A continuous score also allows us to compute an
average sample sentiment over a definite period
of time, which has a more accurate variance than
smoothing binary scores.

Secondly, because of the community’s lack of
a model capable of conducting significance tests
and distinguishing the influence of various events
across time, no statistically sound conclusion can
be drawn. As an example, Wang et al. (2020a)
claimed to have noticed a link between public sen-
timent and the timing of the Dutch government’s
press conferences by visually inspecting the raw
trend of social media sentiment, seen in Figure 1.
In fact, there were numerous peaks and valleys
throughout the interval they studied, because the av-
erage sentiment fluctuated wildly during this time.

We can bring the potential of this urgently
needed application to fruition by looking outside
CL/NLP. Financial analysts face similar problems
when they try to assess the effect of a particular
news event on the price of a particular stock, be-
cause the price is affected by countless events as
well as the reactions of traders with different mo-
tivations and perspectives on those events. Event
studies (Brown and Warner, 1980, 1985) have been
proposed and recognised as viable methods for at-
tributing stock price fluctuations to specific finan-
cial events. To our knowledge, there has been no
study of this class of methods within epidemiology.

2 Event Attribution

2.1 In Finance

In the financial sector, event studies are used to
examine the return behaviour of a security after

the market experiences some event (e.g., a stock
split or an earnings release) that pertains to the
firm that issued the security. The actual return of
a stock (or a portfolio of assets) (Rt) at a given
time t (t = 0 represents the time of the event) can
be decomposed as follows: Rt = E[Rt|Xt] + ξt.
E[Rt|Xt] is an expected return, which can be ex-
plained by a model given the conditioning infor-
mation Xt. ξt is an “abnormal” return that directly
measures the unexpected changes on the returns,
which are likely to have been caused by some un-
foreseen event (Eckbo, 2009). It is also possible
that the abnormal return was just caused by chance
(E[ξt] = 0), however, and we can measure the
statistical significance with which we can reject
this null hypothesis through various tests based
upon time-series aggregation, which we discuss
presently.

The expected return can be estimated by a mar-
ket model (Fama and MacBeth, 1973): E[Rt|Xt] =
α + βRm,t, where Rm,t is the return of a market
portfolio, i.e., of all of the assets in the market as
represented by a broad market index (e.g., S&P
500, Nasdaq). β is the risk factor of the stock and
can be computed using the ratio of the covariance
between the actual return and the market return to
the variance of the market return β = cov(R,Rm)

σ2(Rm)
. α

is the bias that can be computed with least squares
estimation, but since β is already computed, the
optimal value of α is 1

N

∑N
t (Rt − βRm,t) where

N is the sample size.

The analysis of an event proceeds by first deter-
mining whether there is a statistically significant
impact, and then if there is, computing the mag-
nitude of the impact. To answer these two ques-
tions, the integral of the abnormal return, called the
cumulative average residual (CAR), is computed:
CAR(t1, t2) =

∑t2
t=t1

ξt. Under the assumption
that the return of a stock with no marked events is
a stochastic process that perfectly reflects the over-
all performance of the market as accounted for by
the market model (Fama and MacBeth, 1973), the
expectation of CAR should be zero. Thus, we can
test the null hypothesis that the event has no impact
on the return, E[ξt] = 0, by a one-sample t-test,
one-sample Wilcoxon signed rank test (Wilcoxon,
1945), or a binomial proportionality z-test. In fi-
nance, the ratio of CAR divided by the overall
actual return is traditionally used to represent the
magnitude of an event’s impact, but the statistics
of these tests can also be used.
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2.2 In Public Health

Over the course of the pandemic, governments
around the world have utilized different NPIs at dif-
ferent times and with different stringencies (Hale
et al., 2020). Therefore, overall sentiment shift
cannot represent the impact of individual public
health events. Instead, overall sentiment acts like
market return: an aggregation of individual senti-
ments. Therefore, we define the daily sentiment
index (I) as the average sentiment (valence) of all
the tweets from a single day. Individual COVID-
19-related topics are analogous to individual stocks,
and the sentiment change on individual topics is
reflected in the change of the sentiment index. But
some topics specifically relate to certain events,
similar to how individual stocks react to the news
relevant to their firms. Therefore, the average
sentiment Sm,t of all discussions on topic m at
time t is similar to the return of a stock in the
event study. Our “market model” for sentiment
is: E[Sm,t] = αm + βmIt. We compute the
abnormal sentiment by ξm,t = Sm,t − E[Sm,t]
and calculate CAR by aggregating ξm,t over time:
CAR(t1, t2) =

∑t2
t=t1

ξt.

3 Experimental Setup

Gilbert et al. (2020) started collecting COVID-19
related tweets by searching for tweets mentioning
at least one of the various naming conventions for
COVID-19 using the Twitter search API as at Jan-
uary 21, 2020, and collected 281,487,148 tweets
up until August 23rd, 2021. After Carmen geoloca-
tion (Dredze et al., 2013), we obtained 5,979,759
English Twitter samples from Canada.

For this paper, we studied two NPIs: wearing a
mask and social distancing. For present purposes,
we considered an event to be every change in the
stringency level of any NPI, as measured by the
Oxford COVID-19 Government Response Tracker
(OxCGRT) project (Hale et al., 2020). We used a
keyword-based filter to obtain topic-related tweets.
We began with a manually written list of related
keywords to obtain a list of tweets M that contain
a keyword, andM that do not contain any keyword.
Then for each bigram and trigram x, we calculated
a topic relevance score based on pointwise mutual
information: pmi(x;M)−pmi(x;M). We ranked
the top 150 keywords for each n-gram and manu-
ally removed the topic-unrelated ones. For exam-
ple, “covidsafe” was identified using this method
but “congressman sponsor,” a topic relevance score

(a) Wearing a mask sentiment analysis

(b) Event 1 significance study (c) Event 2 significance study

Figure 2: Wearing a mask event significance

of 14.59, was nevertheless manually removed.
After filtering all the tweets connected to an NPI

of interest, we computed their valence score using
the NTUA-SLP model,2 which was selected from
the 75 entrants to the V-reg shared task (Moham-
mad et al., 2018). We followed the hyperparameter
settings from the original paper (Baziotis et al.,
2018) and reproduced its reported Pearson corre-
lation (0.846) on the English valence dataset. To
establish a periodic time series of valence change,
we computed the daily average valence of tweets
posted on the same day.3

4 Individual NPIs Experimental Results

Wearing A Mask Canada’s mask advisory has
changed several times during the progression of
the pandemic (Mohammed et al., 2020) and we in-
vestigated two key changing points of the advisory

2https://github.com/cbaziotis/ntua-slp-semeval2018
3Our subsequent analyses and data are publicly available:

https://github.com/frankniujc/covid_sentiment_analysis.
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(a) Ontario (initial: Mar 16) (b) British Columbia (initial: Mar 17) (c) Alberta (initial: Mar 21)

(d) ON significance (e) BC significance (f) AB significance

Figure 3: Social distancing recommendation event significance by province.

as events. On April 6th, 2020, the Public Health
Agency of Canada (PHAC) revised the advisory
for mask wearing (event 1), permitting the use of
non-medical face coverings in public (Chase, 2020;
Mohammed et al., 2020). Finally on May 20, 2020,
PHAC formally issued a recommendation for the
general public to wear masks in public (event 2)
(Mohammed et al., 2020; Harris, 2020).

Assuming a confidence threshold of α = 0.05,
event 1 had a statistically significant positive im-
pact for up to 9 days (Figure 2b). Event 2 also
showed significance from two days after the event
to up to eight days after ([+2,+8]; Figure 2c). Un-
like event 1, there is also a period of significance
right before the event occurred. This may have
been anticipatory, or it may indicate that the ob-
served impact had instead been caused by prior
events. During the 9-day effect window of event 1,
there is a 2.13% positive CAR, with t-statistic 1.73,
Wilcoxon statistic 7.0, and z-statistic 1.67.

Social Distancing Social distancing recommen-
dations have been issued with different stringen-
cies and at different times at the provincial level in
Canada. Therefore, we focus separately on three
provinces: Ontario (ON), British Columbia (BC)

and Alberta (AB), with sufficient numbers of tweets
and different distancing policies. According to Mc-
Coy et al. (2020), Ontario released its first province-
wide social distancing recommendation on March
16, 2020 (Williams, 2020); British Columbia issued
a social distancing recommendation on March 17,
2020 (Dix and Henry, 2020); and lastly, Alberta
released a public message about social distancing
on March 21st4 (McCoy et al., 2020).

Figure 3 analyses the significance of the initial
recommendations in those three provinces. All
three announcements have a positive impact on
CAR with statistical significance. Ontario’s rec-
ommendation (Figure 3d) has a short but signifi-
cant impact on [+2,+7]. Alberta (Figure 3f) ex-
hibits a significant impact on [+3,+9], and British
Columbia on [+1,+9].

5 CAR and Survey Data Correlation

To help understand whether the sentiment of NPIs
measured using Twitter are representative of the
general Canadian population, we assessed the cor-
relation between our NPI sentiments and the level
of compliance measured through a national survey.

4https://www.alberta.ca/prevent-the-spread.aspx
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The COVID-19 Monitor initiative (COV, 2020; Mo-
hammed et al., 2020) has conducted 25 surveys
in Canada on people’s compliance with 6 NPIs
since mid-March. Each survey has approximately
2000 participants. The demographics of the par-
ticipants have been pre-stratified, and each wave
was post-stratified by modelling raking weights
based on the 2010 Canadian Census. Among the 6
NPIs, both social distancing and wearing a mask
appear. For the cross-correlation test, both time
series have been detrended using the SciPy sig-
nal package,5 and then pre-whitened following
the instructions proposed by Dean and Dunsmuir
(2016) to remove autocorrelations with the time
series.6 Figure 4 shows the correlations and cross-
correlations with the proportion of the population
who report complying with either of these two NPIs
and CAR. Wearing a mask receives a strong Pear-
son r = 0.915 (Figure 4a), a cross-correlation of
0.710 and a +5 lag, meaning CAR is 5 days ahead
of the survey (Figure 4b). Social distancing re-
ceives a moderate Pearson r = 0.481 (Figure 4c),
a cross-correlation of 0.492 and also a +5 lag (Fig-
ure 4d). The cross-correlations cannot be quan-
titatively compared with the Pearson correlation
scores as they are calculated differently, but the
general trend stays the same: wearing a mask ex-
hibits a strong correlation while social distancing,
only moderate one. The lags also accord with our
expectations as COV (2020) conducted surveys 4
to 10 days apart.

The lower correlation for social distancing might
have been caused by their more diverse imple-
mentation across subsovereign jurisdictions (see
section 4). As the details of the sample selec-
tion process at the provincial level are not pub-
licly available, we have not been able to draw di-
rect, provincial comparisons. Mask-wearing ad-
visories, however, are mostly issued at the fed-
eral level in Canada. Comparing mask-wearing
across provinces is thus less problematic. With
both types of NPI, Twitter users are demograph-
ically younger, better educated, and more urban
than the general population (Mellon and Prosser,
2017; Murthy et al., 2016). This may explain some
differences from the national distribution sampled
for this survey.

5https://docs.scipy.org/doc/scipy/reference/signal.html
6We tested the autocorrelation of both the CARs and survey

data. The level of autocorrelation in all the time series is
low, and applying pre-whitening did not result in different
conclusions in this study.

(a) r = 0.807 (b) r = 0.710(@ + 5)

Wearing a mask

(c) r = 0.439 (d) r = 0.492(@ + 5)

Social distancing

Figure 4: CAR and compliance survey correlation.
Captions of (a) and (c) report Pearson correlations; cap-
tions of (b) and (d) report cross-correlations with days
of lag.
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Abstract

We present an algorithm based on multi-layer
transformers for identifying Adverse Drug Re-
actions (ADR) in social media data. Our
model relies on the properties of the problem
and the characteristics of contextual word em-
beddings to extract two views from documents.
Then a classifier is trained on each view to la-
bel a set of unlabeled documents to be used
as an initializer for a new classifier in the
other view. Finally, the initialized classifier in
each view is further trained using the initial
training examples. We evaluated our model
in the largest publicly available ADR dataset.
The experiments testify that our model sig-
nificantly outperforms the transformer-based
models pretrained on domain-specific data.

1 Introduction
Social media has made substantial amount of data
available for various applications in the financial,
educational, and health domains. Among these,
the applications in healthcare have a particular im-
portance. Although previous studies have demon-
strated that the self-reported online social data is
subject to various biases (Olteanu et al., 2018), this
data has enabled many applications in the health
domain, including tracking the spread of influenza
(Aramaki et al., 2011), detecting the reports of the
novel coronavirus (Karisani and Karisani, 2020),
and identifying various illness reports (Karisani
and Agichtein, 2018).

One of the well-studied areas in online public
health monitoring is the extraction of adverse drug
reactions (ADR) from social media data. ADRs
are the unintended effects of drugs for prevention,
diagnosis, or treatment. The researchers in Duh
et al. (2016) reported that consumers, on average,
report the negative effect of drugs on social media
11 months earlier than other platforms. This high-
lights the importance of this task. Another team of
researchers in Golder et al. (2015) reviewed more

than 50 studies and reported that the prevalence of
ADRs across multiple platforms ranges between
0.2% and 8.0%, which justifies the difficulty of this
task. In fact, despite the long history of this task
in the research community (Yates and Goharian,
2013), for various reasons, the performance of the
state-of-the-art models is still unsatisfactory. So-
cial media documents are typically short and their
language is informal (Karisani et al., 2015). Addi-
tionally, the imbalanced class distributions in ADR
task has exacerbated the problem.

In this study we propose a novel model for ex-
tracting ADRs from Twitter data. Our model which
we call View Distillation (VID ) relies on the ex-
istence of two views in the tweets that mention
drug names. We use unlabeled data to transfer the
knowledge from the classifier in each view to the
classifier in the other view. Additionally, we use a
finetuning technique to mitigate the impact of noisy
pseudo-labels after the initialization (Karisani and
Karisani, 2021). As straightforward as it is to im-
plement, our model achieves the state-of-the-art
performance in the largest publicly available ADR
dataset, i.e., SMM4H dataset. Our contributions
are as follows: 1) We propose a novel algorithm to
transfer knowledge across models in multi-view set-
tings, 2) We propose a new technique to efficiently
exploit unlabeled data in the supervised ADR task,
3) We evaluate our model in the largest publicly
available ADR dataset, and show that it yields an
additive improvement to the common practice of
language model pretraining in this task. To our
knowledge, our work is the first study that reports
such an achievement. Next, we provide a brief
overview of the related studies.

2 Related Work
Researchers have extensively explored the applica-
tions of ML and NLP models in extracting ADRs
from user-generated data. Perhaps one of the early
reports in this regard is published in Yates and

7



Goharian (2013), where the authors utilize the re-
lated lexicons and extraction patterns to identify
ADRs in user reviews. With the surge of neural
networks in text processing, subsequently, the tra-
ditional models were aggregated with these tech-
niques to achieve better generalization (Tutubalina
and Nikolenko, 2017). The recent methods for
extracting ADRs entirely rely on neural network
models, particularly on multi-layer transformers
(Vaswani et al., 2017).

In the shared task of SMM4H 2019 (Weis-
senbacher and Gonzalez-Hernandez, 2019), the top
performing run was BERT model (Devlin et al.,
2019) pretrained on drug related tweets. Remark-
ably, one year later in the shared task of SMM4H
2020 (Gonzalez-Hernandez et al., 2020), again a
variant of pretrained BERT achieved the best per-
formance (Liu et al., 2019). Here, we propose an
algorithm to improve on pretrained BERT in this
task. Our model relies on multi-view learning and
exploits unlabeled data. To our knowledge, our
model is the first approach that improves on the
domain-specific pretrained BERT.

3 Proposed Method
Our model for extracting the reports of adverse
drug effects rely on the properties of contextual
neural word embeddings. Previous research on
Word Sense Disambiguation (WSD) (Scarlini et al.,
2020) has demonstrated that contextual word em-
beddings can effectively encode the context in
which words are used. Although the representa-
tions of the words in a sentence are assumed to
be distinct, they still possess shared characteristics.
This is justified by the observation that the tech-
niques such as self-attention (Vaswani et al., 2017),
which a category of contextual word embeddings
employ (Devlin et al., 2019), rely on the intercon-
nected relations between word representations.

This property is particularly appealing when doc-
uments are short, therefore, word representations, if
are adjusted accordingly, can be exploited to extract
multiple representations for a single document. In
fact, previous studies have demonstrated that word
contexts can be used to process short documents,
e.g., see the models proposed in Liao and Grish-
man (2011) and Karisani et al. (2020) for event
extraction using hand-crafted features and contex-
tual word embeddings respectively. Therefore, we
use the word representations of drug mentions in
user postings as the secondary view along the docu-
ment representations of user postings in our model.

[CLS] this seroquel is hitting me soooo hard [SEP]

BERT

Document View

Document 
Classifier

[CLS] this seroquel is hitting me soooo hard [SEP]

BERT

Drug View

Drug 
Classifier

[CLS] this seroquel hitting me [SEP]

BERT

Document View

softmax

[CLS] this seroquel hitting me [SEP]

BERT

Drug View

softmax

Figure 1: The illustration of the document and drug
views in our model. We have used BERT as an encoder.
See Devlin et al. (2019) for the format of input tokens.

As a concrete example, from the hypothetical tweet
“this seroquel hitting me”, we extract one representa-
tion from the entire document and another represen-
tation from the drug name1 Seroquel. In continue,
we call these two views the document and drug
views. Figure 1 illustrates these two views using
BERT (Devlin et al., 2019) as an encoder.

Given the two views we can either concatenate
the two sets of features and train a classifier on
the resulting feature vector or use a co-training
framework as described in Karisani et al. (2020).
However, the former is not exploiting the abundant
amount of unlabeled data, and the latter is resource
intensive, because it is iterative, and also it has
shown to be effective only in semi-supervised set-
tings where there are only a few hundred training
examples available. Therefore, below we propose
an approach to effectively use the two views along
the available unlabeled data in a supervised setting.

In the first step, we assume the classifier in each
view is a student model and train this classifier us-
ing the pseudo-labels generated by the counterpart
classifier. Since the labeled documents are already
annotated, we carry out this step using the unla-
beled documents. More concretely, let L and U
be the sets of labeled and unlabeled user postings
respectively. Moreover, let Ld and Lg be the sets
of representations extracted from the document and
drug views of the training examples in the set L;
and let Ud and Ug be the document and drug rep-
resentations of the training examples in the set U .
To carry out this step, we train a classifier Cd on
the representations in Ld and probabilistically, with
temperature T in the softmax layer, label the rep-
resentations in Ud. Then we use the association
between the representations in Ud and Ug to con-
struct a pseudo-labeled dataset of Ug. This dataset
along its set of probabilistic pseudo-labels is used
in a distillation technique (Hinton et al., 2015) to
train a classifier called Ĉg. Correspondingly, we

1We assume every user posting contains only one drug
name, in cases that there are multiple names we can use the
first occurrence.
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use the set Lg to train a classifier Cg, then label
the set Ug and use the association between the data
points in Ug and Ud to construct a pseudo-labeled
dataset in the document view to train the classi-
fier Ĉd.

The procedure above results in two classifiers
Ĉd and Ĉg. The classifier in each view is initial-
ized by the knowledge transferred from the other
view. However, the pseudo-labels that are used to
train each classifier can be noisy. Thus, in order
to reduce the negative impact of this noise, in the
next step, we use the training examples in the sets
Ld and Lg to further finetune these two classifiers
respectively. To finetune Ĉd we use the objective
function below:
Ld=

1

|Ld|
∑

v∈Ld

(1−λ)J(Ĉd(v),yv)+λJ(Ĉd(v),Cd(v)), (1)

where J is the cross-entropy loss, yv is the ground-
truth label of the training example v, and λ is a
hyper-parameter to govern the impact of the two
terms in the summation. The first term in the sum-
mation, is the regular cross-entropy between the
output of Ĉd and the ground-truth labels. The sec-
ond term is the cross-entropy between the outputs
of Ĉd and Cd. We use the output of Cd as a regu-
larizer to train Ĉd in order to increase the entropy
of this classifier for the prediction phase. Previ-
ous studies have shown that penalizing low entropy
predictions increases generalization (Pereyra et al.,
2017). We argue that this is particularly important
in the ADR task, where the data is highly imbal-
anced. Note that, even though Cd is trained on the
training examples in Ld, the output of this classifier
for the training examples is not sparse–particularly
for the examples with uncommon characteristics.
Thus, we use these soft-labels2 along the ground-
truth labels to train Ĉd. Respectively, we use the
objective function below to finetune Ĉg:
Lg=

1

|Lg|
∑

v∈Lg

(1−λ)J(Ĉg(v),yv)+λJ(Ĉg(v),Cg(v)), (2)

where the notation is similar to that of Equation 1.
Here, we again use the output of Cg as a regular-
izer to train Ĉg. In the evaluation phase, to label
the unseen examples, we take the average of the
outputs of the two classifiers Ĉd and Ĉg.

Algorithm 1 illustrates our model (VID) in Struc-
tured English. On Lines 8 and 9 we derive the doc-
ument and drug representations from the sets L and
U . On Lines 10 and 11 we use the labeled training
examples in the two views to train Cd and Cg. On

2Again, we use temperature T in the softmax layer to train
using the soft-labels.

Algorithm 1 Overview of VID
1: procedure VID
2: Given:
3: L : Set of labeled documents
4: U : Set of unlabeled documents
5: Return:
6: Two classifiers Ĉd and Ĉg

7: Execute:
8: Derive two sets of representations Ld and Lg from L
9: Derive two sets of representations Ud and Ug from U

10: Use Ld to train classifier Cd

11: Use Lg to train classifier Cg

12: Use Cd to probabilistically label Ud

13: Transfer labels of Ud to Ug and use them to train Ĉg

14: Finetune Ĉg using Equation 2
15: Use Cg to probabilistically label Ug

16: Transfer labels of Ug to Ud and use them to train Ĉd

17: Finetune Ĉd using Equation 1
18: Return Ĉd and Ĉg

Lines 12-14 we train and finetune Ĉg, and on Lines
15-17 we train and finetune Ĉd. Finally, we return
Ĉd and Ĉg. In the next section, we describe our
experimental setup.

4 Experimental Setup
We evaluated our model in the largest publicly avail-
able ADR dataset, i.e., the SMM4H dataset. This
dataset consists of 30,174 tweets. The training set
in this dataset consists of 25,616 tweets of which
9.2% are positive. The labels of the test set are not
publicly available. The evaluation in the dataset
must be done via the CodaLab website. We com-
pare our model with two sets of baselines: 1) a
set of baselines that we implemented, 2) the set of
baselines that are available on the CodaLab web-
site3.

Our own baseline models are: BERT, the base
variant of the pretrained BERT model (Devlin
et al., 2019), as published by Google. BERT-D,
a domain-specific pretrained BERT model. This
model is similar to the previous baseline, how-
ever, it is further pretrained on 800K unlabeled
drug-related tweets that we collected from Twitter.
We pretrained this model for 6 epochs using the
next sentence prediction and the masked language
model tasks. BERT-D-BL, a bi-directional LSTM
model. In this model we used BERT-D followed
by a bi-directional LSTM network (Hochreiter and
Schmidhuber, 1997).

3Available at: https://competitions.codalab.org/SMM4H.
The 2020 edition of the shared task is not online anymore.
Therefore, for a fair comparison with the baselines, we do not
use RoBERTa in our model, and instead use pre-trained BERT
model.
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Type Method F1 Precision Recall

Our Impl.
BERT 0.57 0.669 0.50
BERT-D 0.62 0.736 0.54
BERT-D-BL 0.61 0.749 0.52

CodaLab
Sarthak 0.65 0.661 0.65
leebean337 0.67 0.600 0.76
aab213 0.67 0.608 0.75
VID 0.70 0.678 0.72

Table 1: F1, Precision, and Recall of our model (VID)
in comparison with the baselines.

We also compare our model with all the base-
lines available on the CodaLab webpage. These
baselines include published and unpublished mod-
els. They also cover models that purely rely on
machine learning models and those that heavily
employ medical resources; see Weissenbacher and
Gonzalez-Hernandez (2019) for the summary of a
subset of these models.

We used the Pytorch implementation of BERT
(Wolf et al., 2019). we used two instances of BERT-
D as the classifiers in our model–see Figure 1.
Please note that using domain-specific pretrained
BERT in our framework makes any improvement
very difficult, because the improvement in the per-
formance should be additive. We used the train-
ing set of the dataset to tune for our two hyper-
parameters T and λ. The optimal values of these
two hyper-parameters are 2 and 0.5 respectively.
We trained all the models for 5 epochs4. During the
tuning, we observed that the finetuning stage in our
model requires much fewer training steps, there-
fore, we finetuned for only 1 epoch. In our model,
we used the same set of unlabeled tweets that we
used to pretrain BERT-D. This verifies that, indeed,
our model extracts new information that cannot
be extracted using the regular language model pre-
training. As required by SMM4H we tuned for
F1 measure. In the next section, we report the F1,
Precision, and Recall metrics.

5 Results and Analysis
Table 1 reports the performance of our model in
comparison with the baseline models–only the top
three CodaLab baselines are listed here. We see
that our model significantly outperforms all the
baseline models. We also observe that the perfor-
mances of our implemented baseline models are
lower than that of the CodaLab models. This dif-
ference is mainly due to the gap between the size
of the unlabeled sets for the language model pre-
training in the experiments–ours is 800K, but the

4We used 20% of the training set for validation, and ob-
served that the models overfit if we train more than 5 epochs.

Method F1 Precision Recall
Document-View 0.62 0.736 0.54

Drug-View 0.63 0.706 0.570
Combined-View 0.63 0.745 0.543

VID 0.70 0.678 0.72

Table 2: F1, Precision, and Recall of VID in compari-
son to the performance of the classifiers trained on the
document, drug, and combined views.

Method F1 Precision Recall
P-Doc-F-Doc 0.69 0.658 0.71

P-Drug-F-Drug 0.68 0.681 0.68
P-Doc-F-Drug 0.70 0.674 0.72
P-Drug-F-Doc 0.69 0.655 0.72

VID 0.70 0.678 0.72

Table 3: Performance of VID in comparison to the per-
formance of the classifiers pretrained on the document
or drug pseudo-labels (indicated by P-{•}) and fine-
tuned on the document or drug training examples (in-
dicated by F-{•}).

top CodaLab model used a corpus of 1.5M exam-
ples. This suggests that our model can potentially
achieve a better performance if there is a larger
unlabeled corpus available.

Table 2 reports the performance of VID in com-
parison to the classifiers trained on the document
and drug representations. We also concatenated
the two representations and trained a classifier on
the resulting feature vector, denoted by Combined-
View. We see that our model substantially out-
performs all three models. Table 3 compares our
model with the classifiers with different pretraining
and finetuning resources. Again, we see that VID is
comparable to the best of these models. We also
observe 2 percent absolute improvement by com-
paring P-Drug-F-Drug and P-Doc-F-Drug, which
signifies the efficacy of View Distillation.

In summary, we evaluated our model in the
largest publicly available ADR dataset and com-
pared with the state-of-the-art baseline models that
use domain specific language model pretraining.
We showed that our model outperforms these mod-
els, even though it uses a smaller unlabeled corpus.
We also carried out a set of experiments and demon-
strated the efficacy of our proposed techniques.

6 Conclusions
In this study we proposed a novel model for ex-
tracting adverse drug effects from user generated
content. Our model relies on unlabeled data and a
novel technique called view distillation. We eval-
uated our model in the largest publicly available
ADR dataset, and showed that it outperforms the
existing BERT-based models.
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Abstract

Detection of occupations in texts is relevant
for a range of important application scenar-
ios, like competitive intelligence, sociodemo-
graphic analysis, legal NLP or health-related
occupational data mining. Despite the impor-
tance and heterogeneous data types that men-
tion occupations, text mining efforts to recog-
nize them have been limited. This is due to the
lack of clear annotation guidelines and high-
quality Gold Standard corpora. Social me-
dia data can be regarded as a relevant source
of information for real-time monitoring of at-
risk occupational groups in the context of pan-
demics like the COVID-19 one, facilitating
intervention strategies for occupations in di-
rect contact with infectious agents or affected
by mental health issues. To evaluate current
NLP methods and to generate resources, we
have organized the ProfNER track at SMM4H
2021, providing ProfNER participants with a
Gold Standard corpus of manually annotated
tweets (human IAA of 0.919) following an-
notation guidelines available in Spanish and
English, an occupation gazetteer, a machine-
translated version of tweets, and FastText em-
beddings. Out of 35 registered teams, 11 sub-
mitted a total of 27 runs. Best-performing
participants built systems based on recent
NLP technologies (e.g. transformers) and
achieved 0.93 F-score in Text Classification
and 0.839 in Named Entity Recognition. Cor-
pus: https://doi.org/10.5281/zenodo.4309356

1 Introduction

The number of social media users and content
is rapidly growing, with over 700 million tweets
posted daily (James, 2019). The Social Media Min-
ing 4 Health (SMM4H) effort (Klein et al., 2020;
Magge et al., 2021) attempts to promote the de-
velopment and evaluation of NLP and text mining
resources to extract automatically relevant health-
related information from social media data. As
social media content is produced directly by users
at a global scale, a variety of application scenarios
of medical importance have been explored so far,
including the use of social media for pharmacovig-
ilance (Nikfarjam et al., 2015), medication adher-
ence, (Belz et al., 2019) or tracking the spread of
infectious and viral diseases (Rocklöv et al., 2019;
Zadeh et al., 2019).

The Spanish-speaking community on Twitter
is large, exceeding 30 million (Tankovska, 2019),
which motivated the implementation of text mining
efforts for health-related applications, in particu-
lar on drug-related effects (Segura-Bedmar et al.,
2015, 2014; Ramírez-Cifuentes et al., 2020).

One of the current challenges for health-related
social media applications is to generate more ac-
tionable knowledge that can drive the design of
intervention plans or policies to improve popula-
tion health. This is particularly true for infectious
disease outbreaks like the COVID-19 pandemic,
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where certain occupational groups and subpopu-
lations have been at higher risk, due to direct ex-
posure to infected persons, a higher degree of so-
cial interaction, work-related travels to high-risk
areas or mental-health problems associated to work-
induced stress. Early detection and characterization
of at-risk professions is critical to design and prior-
itize preventive and therapeutic measures or even
vaccination plans.

To date, occupational text mining has been used
in clinical narratives (Dehghan et al., 2016) and to
explore injuries in the construction sector (Cheng
et al., 2012), mainly in English. However, it has
not yet been systematically used in social media
and clinical content in Spanish.

To implement a central NLP component for occu-
pational data mining, namely the automatic detec-
tion of occupation mentions in social media texts,
we have organized the ProfNER (SMM4H 2021)
shared task. In this article, occupation mentions
are all those elements that indicate the employment
information of a person. Within occupations, we
have identified three main labels: (i) "profession",
occupations that provide a person with a wage or
livelihood (e.g., nurse); (ii) "activity", unpaid oc-
cupations (e.g., activist); and (iii) "working status"
(e.g., retired).

Resources released for the ProfNER track in-
cluded annotation guidelines in Spanish and En-
glish, a consistency analysis to characterize the
quality and difficulty of the track, a large collec-
tion of manually annotated occupation mentions
in tweets, as well as FastText word embeddings
generated from a very large social media dataset.

We foresee that the occupation mention recogni-
tion systems resulting from this track could serve
as a key component for more advanced text mining
tools integrating technologies related to opinion
mining, sentiment analysis, gender-inequality anal-
ysis, hate speech or fake news detection. Moreover,
there is also a clear potential for exploring occupa-
tion recognition results for safety management, risk
behavior detection and social services intervention
strategies.

2 Task Description

2.1 Shared Task Goal

ProfNER focuses on the automatic recognition of
professions and working status mentions on Twitter
posts related to the COVID-19 pandemic in Span-
ish.

2.2 Subtracks

We have structured the ProfNER track into two
independent subtracks, one related to the classifi-
cation of whether a tweet actually does mention
occupations or not, and another subtrack on finding
the exact text spans referring to occupations.

This setting was decided due to the high class
imbalance in social media data. Indeed, only 23.3%
of the Gold Standard tweets contained mentions
of occupations. Then, detecting relevant tweets
(subtrack A) may help to detect the occupation
mentions (subtrack B).

Subtrack A: Tweet binary classification. This
subtrack required binary classification of tweets
into those that had at least a single mention of
occupations and those that did not mention any.

Subtrack B: NER offset detection and classifica-
tion. Participants must find the beginning and the
end of relevant mentions and classify them in the
corresponding category.

2.3 Shared Task Setting

The ProfNER shared task was organized in three
phases run on CodaLab1:

Practice phase. The training and validation sub-
sets of the Gold Standard were released. During
this period, participants built their system and as-
sessed their performance in the validation partition.

Evaluation phase. The test and background par-
titions were released without annotations. Partici-
pants had to generate predictions for the test and
the background sets, but they were evaluated only
on the test set predictions. This prevented man-
ual annotations and assessed whether systems were
able to scale to larger data collections. Each team
was allowed to submit up to two runs.

Post-evaluation phase. The competition is kept
alive on CodaLab. Interested stakeholders can still
assess how their systems perform.

2.4 Evaluation: Metrics and Baseline

For Subtrack A, systems have been ranked based on
F1-score for the positive class (tweets that contain
a mention). For Subtrack B, the primary evaluation
metric has been the micro-averaged F1-score. In
this second track, a prediction was successful if its
span matched completely the Gold Standard anno-
tation and had the same category. Only PROFE-
SION (profession) and SITUACION LABORAL

1https://competitions.codalab.org/competitions/28766
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Figure 1: ProfNER Shared Task overview.

(working status) categories are considered in the
evaluation.

Also, we have compared every system to a base-
line prediction, a Levenshtein lexical lookup ap-
proach with a sliding window of varying length.

3 Corpus and Resources

3.1 ProfNER Gold Standard

The ProfNER Gold Standard is a collection of
10,000 COVID-related tweets in Spanish annotated
with 4 types of occupation mentions: PROFESION
(in English, "profession"), ACTIVIDAD ("activ-
ity"), SITUACION LABORAL ("working status")
and FIGURATIVA (indicating that occupations are
used in a figurative context).

The corpus has been split into training (60%),
development (20%) and test (20%) sets. In ad-
dition, 25,000 extra tweets are provided without
annotations as a background set. Table 1 contains
an overview of the corpus statistics.

The corpus was carefully selected to include doc-
uments relevant to the challenges of the COVID-19
pandemic. It was obtained from a Twitter crawl
that used keywords related to the pandemic (such
as "Covid-19") and lockdown measures (like "con-
finamiento" or "distanciamiento", that are the Span-
ish translations of lockdown and social distancing),
as well as hashtags such as "#yomequedoencasa"
(#istayathome), to retrieve relevant tweets. Finally,
we only kept the tweets that were written from
Spain and in Spanish.

We filtered the tweets using the location attribute
of the user profile and looked for the name of Span-
ish cities with more than 50K inhabitants, province
names, autonomous region names, as well as any
location specified simply as "Spain".2

2The list of place names was obtained from the Instituto

Gold Standard Quality. The corpus was manu-
ally annotated by expert linguists in an iterative pro-
cess that included the creation of custom-made an-
notation guidelines, described in Section 3.3. Fur-
thermore, we have performed a consistency analy-
sis of the corpus: 10% of the documents have been
annotated by an internal annotator as well as by the
expert linguists. The Inter-Annotator Agreement
(pairwise agreement) is 0.919.

Documents Annotations Tweets with
mentions Tokens

Training 6,000 1,922 1,393 207,539
Validation 2,000 675 477 68,672
Test 2,000 636 463 68,713
Total 10,000 3,233 2,333 344,924
Background 25,000 81,922 (!) 7,394 (!) 805,961

Table 1: ProfNER corpus summary. (!) Back-
ground annotations are extracted from participants’ pre-
dictions.

Gold Standard Format. Tweets were provided
in plain UTF-8 text files, composed Unicode form.
Every tweet is contained in a text file whose name
is the tweet ID. The tweet classification annota-
tions are distributed in a tab-separated file. The
Named Entity Recognition (NER) annotations are
distributed in Brat standoff format (Stenetorp et al.,
2012) and in a tab-separated file (Fig. 2).

Translation to English. The ProfNER shared
task attracted participants from many non-Spanish
speaking countries. Besides, there exist more re-
sources for social media text processing in English
than in Spanish. For that reason, we have provided,
as an additional resource, a machine-translated ver-
sion of the ProfNER corpus. This will ease the

Nacional de Estadística (INE) https://www.ine.es/d
ynt3/inebase/es/index.htm?padre=517&cap
sel=525
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Figure 2: Example of an annotated tweet visualized with Brat annotation tool and its annotation file for track B.

comparison with systems working in English, pro-
vide support to participants working previously in
English and explore the use of machine-translated
corpora.

The complete ProfNER corpus —originally in
Spanish— was translated into English by means of
a state-of-the-art machine translation system based
on recurrent neural networks.

The ProfNER Gold Standard and the English
translation are distributed in Zenodo (Miranda-
Escalada et al., 2020b).

3.2 ProfNER Silver Standard Corpus

The ProfNER test set was released together with
an additional collection of 25,000 tweets as a
background set. Participants have generated pre-
dictions for the test and background sets. The
81,922 predictions for this background set consti-
tute the ProfNER Silver Standard corpus, similar
to the ones of the CALBC (Rebholz-Schuhmann
et al., 2010), the CodiEsp (Miranda-Escalada et al.,
2020c) and the Cantemist (Miranda-Escalada et al.,
2020a) initiatives. They will be released in the
Zenodo Medical NLP community3.

3.3 ProfNER Guidelines

The creation of robust guidelines ensures dataset
quality and replicability. Their main objectives are:
(1) to capture all possible mentions of the entities of
interest, especially occupations (ex-trazadores de
contagios); and (2) to apply constraints to the men-
tions in order to obtain well-defined, replicable ex-
pressions (ex-empleada en carpintería mecánica).

ProfNER’s guidelines were created from scratch
and iteratively refined to achieve maximum rich-
ness of mentions and until the Inter-Annotator
Agreement was sufficiently high. All in all, six
batches of annotations, corrections and reviews
were required, reaching an agreement of 0.919.
The final version includes 54 rules that describe
the concepts to annotate and the associated con-
strictions. They are divided in four major groups:
(i) 12 general rules, explaining the classification, or-
thographic and typographical aspects to be consid-

3https://zenodo.org/communities/medicalnlp/

ered; (ii) 22 positive rules, explaining what should
be deemed as an occupation; (iii) 11 negative rules,
showing elements that should not be annotated;
and (iv) 9 special cases of annotation. All rules are
provided with illustrative corpus examples.

The guidelines were originally written in Span-
ish and later translated into English by a profes-
sional translator; both of them are freely available
in Zenodo (Farré-Maduell et al., 2020).

3.4 ProfNER Embeddings

To our knowledge, we have released the first
COVID-related embeddings in Spanish. They are
especially suited for the ProfNER use case, since
they are trained with 140 million COVID-related
Spanish Twitter posts.

URL and mentions are substituted by the stan-
dard tokens URL and @MENTION, respectively.
Embeddings were trained with FastText (Bo-
janowski et al., 2017) and the chosen embedding
size was 300. CBOW and Skip-gram models in
cased and uncased versions are available in Zenodo
(Miranda-Escalada et al., 2021).

3.5 ProfNER occupations gazetteer

We have released the ProfNER gazetteer of occupa-
tions in Spanish, a resource that covers terminolog-
ical resources from multiple terminologies (DeCS,
ESCO, SnomedCT and WordNet) and occupations
detected by Stanford CoreNLP in a large collection
of social media Spanish profiles. The gazetteer can
be found in Zenodo (Asensio et al., 2021).

4 Results

Participation Overview. Since this is the first task
on the detection of occupational entities in social
media, ProfNER has received considerable atten-
tion from the community. Indeed, 35 teams regis-
tered for the task (31 for the Subtrack A and 29 for
the Subtrack B), and there were 27 submissions (15
in Subtrack A and 12 in Subtrack B) from 11 teams.
Participant teams came both from the industry (3)
and academia (8), and from different countries such
as Spain, Portugal, Romania and China.
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Subtrack A Subtrack B Ref
Team Country A/I Tool P R F1 P R F1
Recognai Spain I (2020) 0.93 0.93 0.93 0.84 0.84 0.84 (2021)
I2C Spain A - 0.92 0.92 0.92 - - - (2021)
Lasige-BioTM Portugal A (2021) 0.95 0.89 0.92 0.81 0.66 0.73 (2021)
MIC-NLP Germany A&I - 0.95 0.856 0.9 0.85 0.80 0.82 (2021)
RACAI Romania A - 0.89 0.88 0.89 0.78 0.74 0.76 (2021)
GnaGna Spain I - 0.93 0.78 0.85 - - - -
UoB-NLP UK A - 0.92 0.77 0.83 - - - (2021)
SINAI Spain A - 0.76 0.48 0.59 0.82 0.65 0.73 (2021)
Troy&AbedInTheMorning Spain A (2021) - - - 0.88 0.77 0.82 (2021)
CASIA_Unisound China A - - - - 0.86 0.64 0.73 (2021)
Baseline Spain A (2021) 0.75 0.87 0.8 0.36 0.44 0.40 -

Table 2: Best result per team. Best result bolded, second best underlined. A/I stands for Academy/Industry.

System Results. Table 2 shows an overview
of participants’ results. In the tweet classification
subtrack, there are 3 systems with a similar perfor-
mance (with F1-scores of 0.92 or 0.93), belonging
to academia and industry. In the NER subtrack, the
best performing system was developed by Recog-
nai, an industry participant, with 0.839 F1-score.
This system was based on a transformer archi-
tecture. The second best-performing system was
from MIC-NLP, a partnership between Siemens
AG and the Ludwig Maximilian University of Mu-
nich. They obtained a 0.824 F-score combining
contextualized embeddings with BiLSTM-CRF. It
is noteworthy that the best systems in terms of F1-
score were also the systems with the highest recall,
but not the highest precision.

Result analysis. Among the entities that
ProfNER participants rarely detect, the proportion
of SITUACION LABORAL is larger than in the
entire corpus. Besides, some mentions with punctu-
ation signs (particularly # or @) and capital letters
are rarely predicted. For instance, "ministro del
@interiorgob", "OFICIALES DE MESA" or "PEN-
SIONISTAS" are never predicted. Notably, even
though correct boundary detection remains a chal-
lenge for NER (Li et al., 2020), in our corpus entity
length does not seem to influence predictability.

5 Discussion

To the best of our knowledge, ProfNER is the first
occupational data mining effort in social media. It
is also the first shared task on health applications of
social media in Spanish. Specifically for the shared
task, we have built a pioneer Gold Standard for
Named Entity Recognition (NER) of occupations
in social media in Spanish, the ProfNER corpus. It
was generated following the ProfNER annotation
guidelines that are shared with the community in

Spanish and in English. Finally, we have trained
and released the first word embeddings for our use
case (Twitter posts in Spanish related to COVID-
19) and a gazetteer of relevant terms.

In addition, the ProfNER shared task can be
used as template for future shared tasks on the
recognition of occupations in social media. Indeed,
the English translation of the annotation guidelines
eases this research possibility.

ProfNER has aroused interest from both
academia and industry. Interestingly, teams from
non-Spanish speakers have participated in this task.
Tweet classification systems reach high perfor-
mances. However, the detection and classification
of occupational data can still be improved.

We propose the use of the whole ecosystem of
occupational text mining resources generated in
this shared task (corpus, systems, guidelines, etc.)
for building and evaluating novel systems that al-
low subpopulation characterization in social media
in the current pandemic. This system has also the
potential to assist public health policy makers in the
prevention and management of current and future
epidemics.

Moreover, beyond classical evaluation scenar-
ios focusing on traditional quality evaluation using
metrics like precision and recall, there is also a need
to propose shared tasks and community benchmark
efforts that do take into account involvement of
end users, as was the case of the BioCreative in-
teractive task (Arighi et al., 2011) or the technical
evaluation on the robustness and implementation
of named entity components (Leitner et al., 2008;
Pérez-Pérez et al., 2016), especially when consid-
ering the volume and rapid change of social media
data.
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Abstract

The global growth of social media usage over
the past decade has opened research avenues
for mining health related information that can
ultimately be used to improve public health.
The Social Media Mining for Health Research
and Applications (#SMM4H) shared tasks in
its sixth iteration sought to advance the use of
social media texts such as Twitter for pharma-
covigilance, disease tracking and patient cen-
tered outcomes. #SMM4H 2021 hosted a to-
tal of eight tasks that included reruns of ad-
verse drug effect extraction in English and Rus-
sian and newer tasks such as detecting medica-
tion non-adherence from Twitter and WebMD
forum, detecting self-reported adverse preg-
nancy outcomes, detecting cases and symp-
toms of COVID-19, identifying occupations
mentioned in Spanish by Twitter users, and

detecting self-reported breast cancer diagnosis.
The eight tasks included a total of 12 individ-
ual subtasks spanning three languages requir-
ing methods for binary classification, multi-
class classification, named entity recognition
(NER) and entity normalization. With a total
of 97 registering teams and 40 teams submit-
ting predictions, the interest in the shared tasks
grew by 70% and participation grew by 38%
compared to the previous iteration.

1 Introduction

The Social Media Mining for Health (#SMM4H)
shared tasks aim to foster community participation
in tackling natural language processing (NLP) chal-
lenges in social media texts for health applications.
The tasks hosted annually attract newer methods
for extraction of meaningful health related infor-
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mation from noisy social media sources such as
Twitter and WebMD where the information of in-
terest is often sparse and noisy. The NLP methods
required for the eight tasks spanned the categories
of text classification, named entity recognition and
entity normalization. Systems developed for the
tasks often require the use of NLP techniques such
as noise removal, class weighting, undersampling,
oversampling, multi-task learning, transfer learn-
ing and semi-supervised learning to improve over
traditional methods.

The sixth iteration of #SMM4H hosted eight
tasks with a total of twelve individual subtasks.
Similar to previous years, the most tasks centered
around pharmacovigilance (i.e. ADE extraction,
medication adherence) and patient centered out-
comes (i.e. adverse pregnancy outcomes, breast
cancer diagnosis). This year the shared tasks fea-
tured the addition of COVID-19 related tasks such
as detection of self reported cases of COVID-19
and symptoms of COVID-19, as well as extraction
of professions and occupations for the purposes of
risk analysis. The individual tasks are listed below:

1. Classification, extraction and normalization
of adverse drug effect (ADE) mentions in En-
glish tweets
(a) Classification of tweets containing ADEs
(b) Span extraction of ADE mentions
(c) Span extraction and normalization of

ADE mentions
2. Classification of Russian tweets for detecting

presence of ADE mentions
3. Classification of change in medications regi-

men on
(a) Twitter
(b) WebMD

4. Classification of tweets self-reporting adverse
pregnancy outcomes

5. Classification of tweets self-reporting poten-
tial cases of COVID-19

6. Classification of COVID-19 tweets containing
symptoms

7. Identification of professions and occupations
(ProfNER) in Spanish tweets
(a) Classification of tweets containing men-

tions of professions and occupations
(b) Span extraction of professions and occu-

pations
8. Classification of self-reported breast cancer

posts on Twitter

Teams interested in participating were allowed

to register for one or more tasks/subtasks. On suc-
cessful registration, teams were provided with an-
notated training and validation sets of tweets for
each task. In total, 97 teams registered for one or
more tasks. The annotated datasets contained ex-
amples of input text and output labels which the
participants could use to train their methods. Dur-
ing the final evaluation period which lasted four
days for each task, teams were provided with a
evaluation datasets which contained only the input
texts. Participants were required to submit label
predictions for the input texts which would be eval-
uated against the annotated labels. The submissions
were facilitated through Codalab 1 and participants
were allowed to make up to two prediction submis-
sions for each of the subtasks. Of the 97 registered
teams, 40 teams submitted one or more predictions
towards the shared tasks.

The remainder of the document is as follows,
in Section 2, we briefly describe the individual
task objectives and research challenges associated
with them. In Section 3, we present the evaluation
results and a brief summary of each team’s best-
performing system for each subtask. Appendix A
provides the system description papers correspond-
ing to the team numbers.

2 Tasks

2.1 Task 1: Classification, extraction and
normalization of ADE mentions in
English tweets

The objectives of Task 1 was to develop automated
methods to extract adverse drug effects from tweets
containing drug mentions for social media phar-
macovigilance. Task 1 and their subtasks have
been the longest running tasks at SMM4H. This
task presented three challenges listed as subtasks
in increasing order of complexity wherein in the
systems developed must contain one or more com-
ponents to accomplish the following: (Task 1a)
Classify tweets that contain one or more adverse
effects (AE) or also known as adverse drug effect
(ADE), (Task 1b) Classify the tweets containing
ADEs from Task 1a and further extract the text span
of reported ADEs in tweets, and (Task 1c) Clas-
sify the tweets containing ADE, extract the text
span and further normalize these colloquial men-
tions to their standard concept IDs in the MedDRA
ontology’s preferred terms.

1https://competitions.codalab.org/
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The training dataset contains a total of 18,300
tweets with 17,385 tweets for training, 915 tweets
for validation (Magge et al., 2020). Participants
were allowed to use both training and validation set
for training their models for the evaluation stage.
The evaluation was performed on 10,984 tweets.
The tweets were manually annotated at three levels
corresponding to the three subtasks: (a) tweets that
contained one or more mentions of ADE had the
ADE label assigned to them, (b) each ADE was
annotated with the starting and ending indices of
the ADE mention in the text, and (c) each ADE
also contained the normalized MedDRA lower-
level term (LLT) that were evaluated at the higher
preferred term (PT) level. There are more than
79,000 MedDRA LLT terms and more than 23,000
preferred terms in the MedDRA ontology. The
combined test and training dataset contains 2,765
ADE annotations with 669 unique LLT identifiers.
The test set contained 257 LLT terms that were
not part of the training set, making it important for
the developed system to be capable of extracting
ADEs that were not part of the training set. While
subtasks 1a and 1b presented a class imbalance
problem wherein the classification task needs to
take into account that only around 7% of the tweets
contain ADEs, subtask 1c presented a challenge
with the large potential label space. Systems were
evaluated and ranked based on the F1-score for the
ADE class, overlapping ADE mentions and over-
lapping ADE mentions with matching PT ids for
subtasks 1a, 1b and 1c respectively.

2.2 Task 2: Classification of Russian tweets
for detecting presence of ADE mentions

Task 2 presented a similar challenge to Task 1a
wherein the designed system is capable of iden-
tifying tweets in Russian that contain one or
more adverse drug effects. The dataset contains
11,610 tweets for training and validation, with 1073
(9.24%) tweets that report an ADE. The test set
contains 9095 tweets, with 778 (8.55%) tweets that
report an ADE. All of the Russian tweets were
dual annotated; first, three Yandex.Toloka2 anno-
tators’ crowd-sourced labels were aggregated into
a single label (Dawid and Skene, 1979), and then
the tweets were labeled by a second annotator from
KFU. Inter-annotator agreement was 0.74 (Cohen’s
kappa). Systems were evaluated based on the F1-
score for the "positive" class (i.e., tweets that report

2https://toloka.yandex.ru/

an adverse effect).

2.3 Task 3: Classification of change in
medications regimen in tweets

Task 3 is a binary classification task that involves
distinguishing social media posts where users self-
declare changing their medication treatments, re-
gardless of being advised by a health care pro-
fessional to do so. Posts with self-declaration of
changes are annotated as "1", other posts are anno-
tated as "0". Such changes are, for example, not
filling a prescription, stopping a treatment, chang-
ing a dosage, forgetting to take the drugs, etc. This
task is the first step toward detecting patients non-
adherent to their treatments and their reasons on
social media. The data consists of two corpora:
9,830 tweets from Twitter and 12,972 drug reviews
from WebMD. Positive and negative tweets are nat-
urally imbalanced with a 10.38 Imbalance Ratio
whereas negative and positive WebMD reviews are
naturally balanced with a 0.80 Imbalance Ratio.
Each corpus is split into a training (5,898 Tweets /
10,378 Reviews), a validation (1,572 Tweets / 1,297
Reviews), and a test subset (2,360 Tweets / 1,297
Reviews). We provided to the participants the train-
ing and validation subsets for both corpora and we
evaluated on both test subsets independently. We
added in the test sets additional reviews and tweets
as decoys to avoid manual corrections of the pre-
dicted labels. We evaluated participants’ systems
based on the F1-score for the "positive" class (i.e.,
tweets or reviews mentioning a change in medica-
tion treatments).

2.4 Task 4: Classification of tweets
self-reporting adverse pregnancy
outcomes

Despite the prevalence of miscarriage, stillbirth,
preterm birth, and low birthweight, their causes re-
main largely unknown. To enable the use of Twitter
data as a complementary resource for epidemiology
of these adverse pregnancy outcomes, Task 4 is a bi-
nary classification task that involves automatically
distinguishing tweets that potentially report a per-
sonal experience of an adverse pregnancy outcome
("outcome" tweets) from those that do not ("non-
outcome" tweets). The training set (Klein and
Gonzalez-Hernandez, 2020) contains 6487 anno-
tated tweets: 3653 (45%) "outcome" tweets (anno-
tated as "1") and 4456 (55%) "non-outcome" tweets
(annotated as "0"). The test set contains 1622 an-
notated tweets: 731 (45%) "outcome" tweets and
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891 (55%) "non-outcome" tweets. Inter-annotator
agreement (Cohen’s kappa) was 0.90. Systems
were evaluated based on the F1-score for the "out-
come" class.

2.5 Task 5: Classification of tweets
self-reporting potential cases of
COVID-19

The COVID-19 pandemic has presented challenges
for actively monitoring its spread based on testing
alone. Task 5 is a binary classification task that
involves automatically distinguishing tweets that
self-report potential cases of COVID-19 ("poten-
tial case" tweets) from those that do not ("other"
tweets), where "potential case" tweets broadly in-
clude those indicating that the user or a member of
the user’s household was denied testing for COVID-
19, showing symptoms of COVID-19, potentially
exposed to cases of COVID-19, or had had experi-
ences that pose a higher risk of exposure to COVID-
19. The training set (Klein et al., 2021) contains
7181 tweets: 1148 (16%) "potential case" tweets
(annotated as "1") and 6033 (84%) "other" tweets
(annotated as "0"). The test set contains 1795 anno-
tated tweets: 308 (17%) "potential case" tweets and
1487 (83%) "other" tweets. Inter-annotator agree-
ment (Cohen’s kappa) was 0.77. Systems were
evaluated based on the F1-score for the "potential
case" class.

2.6 Task 6: Classification of COVID-19
tweets containing symptoms

Identifying personal mentions of COVID-19 symp-
toms requires distinguishing personal mentions
from other mentions such as symptoms reported
by others and references to news articles or other
sources. The classification medical symptoms from
COVID-19 Twitter posts presents two key issues:
First, there is plenty of discourse around news and
scientific articles that describe medical symptoms.
While this discourse is not related to any user in
particular, it enhances the difficulty of identify-
ing valuable user-reported information. Second,
many users describe symptoms that other people
experience, instead of their own, as they are usu-
ally caregivers or relatives of people presenting the
symptoms. This makes the task of separating what
the user is self-reporting particularly tricky, as the
discourse is not only around personal experiences.
Task 6 is considered a three-way classification task
where the target classes are: (1) self-reports, (2)
non-personal reports, and (3) literature/news men-

tions. In this task, the tweets were sampled from
the collections created by Banda et al. (2020b).
The sampled tweets were manually annotated by
clinicians for extracting long-term patient-reported
symptoms of COVID-19 Banda et al. (2020a). The
annotated dataset contained a total of 16,067 tweets,
9567 of which were used for training and 6500 used
for testing. Systems were evaluated and ranked
based on micro-F1-scores.

2.7 Task 7: Identification of professions and
occupations in Spanish tweets (ProfNER)

Extraction of occupations from health-related con-
tent is critical for planning public health measures
and epidemiological surveillance systems not only
in the context of infectious disease outbreaks like
COVID-19. Here, occupations refer to paid (pro-
fession) and unpaid (activity) working activities,
as well as working status such as "student" or "re-
tired". Occupational risks due to exposure to infec-
tious/hazardous agents or mental health conditions
linked to occupational stress require systematic ex-
traction of professions from different types of con-
tent including user generate contents like social
media. Task 7 focused on the detection of occupa-
tions from COVID-related tweets in Spanish (the
ProfNER corpus3). The aim was to enable detec-
tion of health-related issues linked to occupations,
with special emphasis on the COVID-19 pandemic.
In subtask 7a (text classification), participants had
to classify tweets containing occupation mentions
in Spanish COVID-related tweets and in subtask
7b (named entity recognition), required extraction
of text spans mentioning occupations.

This task presents multiple challenges. The
classification task had to cope with class imbal-
ance issues, as only 23.3% of the provided tweets
mentioned occupations. Secondly, the occupation
mention detection required advanced named entity
recognition approaches to deal with the heterogene-
ity and colloquial ways people were referring to oc-
cupations in social media. In both subtasks, partici-
pating systems had to process noisy user-generated
text in Spanish and scale up to a large number of
records. For subtask 7a, systems were evaluated
and ranked based on the F1-score for the positive
class i.e. tweets containing an occupation men-
tion and for subtask 7b, F1-score for the PROFES-
SION and SITUACION_LABORAL classes where
the spans overlap entirely was used.

3https://doi.org/10.5281/zenodo.4309356
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2.8 Task 8: Classification of self-reported
breast cancer posts on Twitter

Breast cancer patients often discontinue their long-
term treatments, such as hormone therapy, increas-
ing the risk of cancer recurrence. These discontinu-
ations may be caused by adverse patient-centered
outcomes (PCOs) due to hormonal drug side effects
or other factors. PCOs are not detectable through
laboratory tests and are sparsely documented in
electronic health records. Thus, there is a need to
explore complementary sources of information for
PCOs associated with breast cancer treatments. So-
cial media is a promising resource but extracting
true PCOs from it requires the accurate detection
of self-reported breast cancer patients. Task 8 fo-
cused on developing systems for this first step i.e.
identifying tweets with self-reported breast can-
cer diagnosis. The dataset for Task 8 contained a
total of 3815 tweets for training and 1204 tweets
for testing. In this task, only about 26% of the
tweets contains such self-reports (S) and 74% of
the tweets are non-relevant (NR). Systems designed
for this task need to automatically identify tweets
in the self-reports category. Systems were evalu-
ated based on the F1-score for the self-reports (S)
class.

3 Results

3.1 Task 1: Classification, extraction and
normalization of ADE mentions in
English tweets

Table 1 presents the results from Task 1. The best
performance achieved in task 1a was an F1-score
of 0.61 which initially appears to be 3 percentage
points (p.p) lower than previous year’s score of
0.64. However on closer examination we find that
in addition to the datasets being different, partic-
ipants in SMM4H 2020 used additional corpora
to train their systems. The best performance in
ADE extraction i.e. task 1b was an F1-score of
0.51 which used multi-task learning methods to
optimize their models across classification and the
NER task. For both tasks 1a and 1b, we find that
the systems with the best Recall scores ranked the
best among all submissions emphasizing the impor-
tance of developing systems that account for the
class imbalance. The best performance for the over-
all task of ADE extraction and normalization i.e.
task 1c was 0.29 which was achieved by leveraging
annotations from other datasets and incorporating
semi-supervised learning across corpora similar

to previous year’s leading system (Miftahutdinov
et al., 2020). Overall, the percentage of teams us-
ing transformer architectures for subtasks 1a and
1c rose from 80% in SMM4H 2020 to 100% in
SMM4H 2021.

3.2 Task 2: Classification of Russian tweets
for detecting presence of ADE mentions

In total, 30 teams were registered and 3 teams
submitted models’ predictions during the evalu-
ation period. Table 2 presents the F1-score, pre-
cision and recall for the ADE class, for each of
the teams’ best-performing systems and two base-
lines for Task 2. Compared to last year’s results
for this task, arithmetic median of all submissions
made by teams increased from 0.42 F1 to 0.51
F1. Two best-performing systems for this task in
#SMM4H 2020 (Klein et al., 2020a) achieved an
F1-score of 0.51 (Gusev et al., 2020; Miftahutdinov
et al., 2020), while the best-performing system in
#SMM4H 2021 achieved an F1-score of 0.57. All
teams used a transformer-based architecture.

3.3 Task 3: Classification of change in
medications regimen in tweets

Despite the interest for task 3, with 29 teams reg-
istered, only one team submitted their predictions
during the evaluation period. We reported the per-
formances achieved by the best baseline classifiers
and the best team’s classifiers in Table 3. The lead-
ing team chose a standard architecture for their
classifier: a transformer encoder followed by an
average pooling layer, a linear layer, and a softmax
layer for the prediction. They focused on the im-
pact of the corpora used to pre-train two transform-
ers models, BERT and RoBERTa. They evaluated
single and ensemble models pre-trained on corpora
of different genres and domains - tweets, clinical
notes/biomedical research articles, or Wikipedia.
While the ensemble of transformers did not im-
prove on the performance of the default BERT-base
model used by the baseline on the WebMD corpus,
it proves to be beneficial on the imbalanced Twitter
corpus. The baseline classifier handles the imbal-
ance of the Twitter corpus by pre-training with
active learning a CNN on the WebMD corpus to
transfer the knowledge learned on this balanced
corpus(Weissenbacher et al., 2020). The team used
more successfully a conventional approach by over-
sampling the positive tweets of the training set and
the ensemble of the predictions of several trans-
former models. These strategies are not exclusive
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Task Team F1 P R System Summary
4 0.61 0.515 0.752 RoBERTa undersampling and oversampling

23 0.61 0.552 0.681 RoBERTa + ChemBERTa
12 0.54 0.603 0.489 BERT variants with oversampling and ensemble
16 0.49 0.592 0.417 BERTweet with automatically curated (pseudo) data
10 0.46 0.472 0.456 BERT trained with class weights

Task 1a 20 0.46 0.523 0.409 BERTweet with class weights
26 0.44 0.491 0.393 Multi-task learning model with BioBERT and class weights
27 0.40 0.405 0.401 RoBERTa with SMOTE and data augmentation
22 0.40 0.521 0.327 BERT ensembles with oversampling
- 0.31 0.500 0.222 -

24 0.23 0.135 0.726 BERT
26 0.51 0.514 0.514 Multi-task learning with selective oversampling
10 0.50 0.555 0.459 RoBERTa with FastText and byte-pair embeddings
4 0.50 0.493 0.505 RoBERTa

Task 1b 22 0.49 0.681 0.385 -
16 0.42 0.381 0.475 BERT with BiLSTM+CRF layer
23 0.40 0.420 0.382 EnDR-BERT with data from CADEC and COMETA corpora
24 0.37 0.580 0.275 BERT with joint NER and Normalization
23 0.29 0.301 0.275 EnDR-BERT with data from CADEC and COMETA corpora
28 0.24 0.317 0.196 ELMO, CharCNN and Glove in trained jointly

Task 1c 24 0.24 0.371 0.178 BERT with joint NER and Normalization
16 0.2 0.139 0.342 BERTweet and similarity measures
26 0.16 0.160 0.170 Multi-task learning with selective oversampling

Table 1: Evaluation results for Task 1:Classification, extraction and normalization of ADE mentions in English
tweets. Metrics show F1-scores (F1), precision (P), and recall (R) for the ADE class.

Team F1 P R System Summary
23 0.57 0.58 0.57 EnRuDR-BERT + ChemBERTa
- 0.54 0.57 0.52 -
3 0.47 0.39 0.59 BERT-based model trained additionally on augmented texts

Baseline #1 0.41 0.40 0.42 CNN-based classifier with FastText embeddings
Baseline #2 0.50 0.45 0.56 BERT-based classifier

Table 2: Evaluation results for Task 2: Classification of Russian tweets for detecting presence of ADE mentions.
Metrics show F1-scores (F1), precision (P), and recall (R) for the ADE class.

Task Team F1 P R System Summary
Task 3a 22 0.68 0.72 0.64 Ensemble of 3 transformers-based models trained with oversampling

Baseline 0.50 0.47 0.53 CNN trained with transfer and active learning
Task 3b 22 0.86 0.84 0.89 Ensemble of 4 transformer-based models

Baseline 0.87 0.87 0.88 BERT-based

Table 3: Evaluation results for Task 3: Detecting change in medication treatment in tweets (Task 3a) and WebMD
reviews (Task 3b). Metrics show F1-scores (F1), precision (P), and recall (R) for the positive class.

Team F1 P R System Summary
22 0.93 0.94 0.92 BERTweet, RoBERTa-Large
15 0.93 0.91 0.95 RoBERTa-Large, language model and classifier fine-tuning
27 0.92 0.89 0.95 RoBERTa
- 0.78 0.78 0.78 -

Table 4: Evaluation results for Task 4: Classification of tweets self-reporting adverse pregnancy outcomes. Metrics
show F1-scores (F1), precision (P), and recall (R) for the positive class.
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to each other and could be used in a common clas-
sifier for future work.

3.4 Task 4: Classification of tweets
self-reporting adverse pregnancy
outcomes

Table 4 presents the precision, recall, and F1-score
for the outcome class, for each of the four team’s
best-performing system for Task 4. The three top-
performing systems achieved similar F1-scores us-
ing RoBERTa pre-trained transformer models. The
leading team achieved the marginally highest F1-
score (0.93) using an ensemble of RoBERTa and
BERTweet pre-trained models. While the leading
team also achieved the highest precision (0.94), the
highest recall (0.95) was achieved by another team
using the RoBERTa model alone. Overall, using a
model pre-trained on tweets did not significantly
improve performance for this task. The RoBERTa-
based classifiers outperformed a BERT-based clas-
sifier (F1-score = 0.88) presented in recent work
(Klein et al., 2020b).

3.5 Task 5: Classification of tweets
self-reporting potential cases of
COVID-19

Table 5 presents the precision, recall, and F1-score
for the "potential case" class, for each of the 14
team’s best-performing system for Task 5. The
team with the highest performance F1-score (0.79),
precision (0.78), and recall (0.79) used an ensemble
of five BERT-based pre-trained transformer mod-
els, including models pre-trained on tweets related
to COVID-19. To address the class imbalance,
the leading team over-sampled the "potential case"
class, and further augmented the "potential case"
class using paraphrasing via round-trip translation
from English into German, and then back into En-
glish. Teams placing second and third achieved
F1-scores of 0.77 and 0.76, respectively, using
COVID-Twitter-BERT, while the teams (that sub-
mitted system descriptions) that achieved F1-scores
of less than 0.76 did not use models pre-trained on
tweets related to COVID-19. The leading team
outperformed a benchmark classifier presented in
recent work (Klein et al., 2021), which was based
on COVID-Twitter-BERT and achieved an F1-score
(0.76) similar to that of the teams placing second
and third.

3.6 Task 6: Classification of COVID-19
tweets containing symptoms

Table 6 presents the precision, recall, and F1-
score for Task 6. Unsurprisingly 7 out of the
top 11 submissions used BERT or variations of it.
Some teams fine tuned their models with additional
COVID-19 Twitter data. The best performing team
used a fine-tuned version of CT-BERT, achieving a
0.95 F1-score. While most models used are more
complex deep learning architectures, team 7 man-
aged to score higher than the median submission
scores with a less complex multi-layer perceptron
classifier. We believe the high scores in this task
were due to the somewhat well-balanced dataset
provided without the large class imbalance usually
seen in Twitter data.

3.7 Task 7: Identification of professions and
occupations in Spanish tweets (ProfNER)

Table 7 presents the Tweet Classification (subtask
7b) and Named Entity Recognition results (sub-
task 7b). In subtasks 7a and 7b, best-performing
systems have effectively combined contextual em-
beddings or language models with the popular ar-
chitecture RNN-CRF. For instance, the Recognai
team has won both subtasks integrating the pre-
trained Spanish language model BETO (Cañete
et al., 2020) with an RNN-CRF engine built on top
of the FastText medical embeddings (Soares et al.,
2019). Besides, lighter models have usually been
complemented with gazetteers either built from the
training data or gathered from popular occupational
terminologies.

3.8 Task 8: Classification of self-reported
breast cancer posts on Twitter

Table 8 presents the F1-score, precision and recall
for the self-reports class (detection of self-reported
breast cancer patient) for the participating teams.
The leading team achieved a performance of F1-
score of 0.87. The leading team pre-processed the
texts by tokenizing and normalizing tokens by re-
placing URLs with special tokens and replacing
emojis with their semantic expressions. The lead-
ing team used BERTweet to encode tweet text and
make a binary prediction according to the corre-
sponding pooling vector. The analysis of the re-
sults shows that almost all top perform teams have
achieved similar/comparable precision. However,
the best performing team’s recall was 5 p.p higher
than the other teams which led to overall improve-
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Team F1 P R System Summary
12 0.79 0.78 0.79 BERT ensemble, oversampling, data augmentation
8 0.77 0.77 0.78 COVID-Twitter-BERT
- 0.77 0.77 0.77 -
- 0.76 0.77 0.76 -
- 0.76 0.73 0.78 -

13 0.76 0.78 0.73 COVID-Twitter-BERT, Twitter-RoBERTa-Base, RoBERTa-Large
15 0.75 0.75 0.76 RoBERTa-Large, Task 6 corpus
22 0.75 0.73 0.77 RoBERTa-Base, RoBERTa-Large, BERTweet
25 0.72 0.70 0.73 XLNet, data augmentation
- 0.70 0.74 0.67 -
6 0.67 0.68 0.65 DistillBERT
29 0.53 0.74 0.41 BERT
- 0.43 0.47 0.39 -
- 0.36 0.56 0.26 -

Table 5: Evaluation results for Task 5: Classification of tweets self-reporting potential cases of COVID-19. Metrics
show F1-scores (F1), precision (P), and recall (R) for the positive class.

Team F1 P R System Summary
8 0.95 0.9477 0.9477 Fine-Tuned CT-BERT

22 0.94 0.9449 0.9449 BERT + RoBERTa Large
11 0.94 0.9448 0.9448 XLNet
12 0.94 0.944 0.944 BERT-base ensemble model with data cleaning & domain specific BERT
4 0.94 0.9411 0.9411 BERTweet + 23 million COVID-19 tweets

24 0.94 0.9406 0.9406 Fine-Tuned BERT-base model
7 0.93 0.9337 0.9337 ML Model - multi-layer perceptron classifier
9 0.93 0.9325 0.9325 Fine-Tuned BERT with small-BERT pre-processing

29 0.84 0.8415 0.8415 BiLSTM
6 0.4 0.3951 0.3951 DistilBERT

Table 6: Evaluation results for Task 6: Classification of COVID-19 tweets containing symptoms. Metrics show
micro-F1-scores (F1), precision (P), and recall (R)

Task Team F1 P R System Summary
17 0.93 0.93 0.93 BETO language model and RNN with pre-trained word vectors
2 0.92 0.92 0.92 Language model fine-tuned with ProfNER training corpus

21 0.92 0.95 0.89 Data augmentation, BiLSTM-CRF with FLAIR and FastText embeddings
Task 7a 10 0.90 0.95 0.86 Contextualized embeddings with BiLSTM-CRF

1 0.89 0.89 0.88 NeuroNER with diverse word embeddings and a gazetteer
- 0.85 0.93 0.78 -

19 0.83 0.92 0.76 mBERT fine-tuned on augmented data using back-translation
14 0.59 0.76 0.48 GloVe embeddings, BiLSTM and an occupations dictionary

Baseline 0.8 0.75 0.87 Levenshtein distance to find mentions from training set
17 0.84 0.84 0.84 BETO language model and RNN with pre-trained word vectors
21 0.73 0.81 0.66 Data augmentation, BiLSTM-CRF with FLAIR and FastText embeddings
10 0.82 0.85 0.79 Contextualized embeddings with BiLSTM-CRF
1 0.76 0.78 0.74 NeuroNER with diverse word embeddings

Task 7b 14 0.73 0.82 0.65 CRF with an occupations dictionary
5 0.82 0.88 0.77 Encoder-decoder architecture with attention feeded by different embeddings

16 0.73 0.86 0.64 Voting of 30 models with Spanish BERT and BiLSTM modules
Baseline 0.40 0.36 0.44 Levenshtein distance to find mentions from training set

Table 7: Evaluation results for Task 7: Identification of professions and occupations in Spanish tweets (ProfNER).
Metrics show F1-scores (F1), precision (P), and recall (R) for the positive class on task 7a and micro averaged
PROFESSION and SITUACION_LABORAL classes on task7b.

Team F1 P R System Summary
16 0.87 0.8701 0.87 BERTweet with fast gradient method
18 0.85 0.8724 0.8214 BERT-Large, BlueBERT with adversarial fine-tuning
27 0.84 0.8706 0.8058 BioBERT with data augmentation
- 0.85 0.86 0.837 -

Table 8: Evaluation results for Task 8: Classification of self-reported breast cancer posts on Twitter. Metrics show
F1-scores (F1), precision (P), and recall (R) for the self-reports class.
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ment in F1-score.

4 Conclusion

This paper presents an overview of the sixth
SMM4H shared tasks held in 2021. The shared
tasks hosted a total of eight tasks with 12 individ-
ual tasks in total. With 40 teams participating in the
shared tasks, we find that interest in tasks grew by
38% from the previous year. Analyzing the meth-
ods in the submitted systems, we find that the best
systems used transformer based models such as
BERT and RoBERTa with various techniques for
addressing class imbalance. Details of individual
systems are available as system description papers
cited in Appendix A.
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Appendix A. Team Numbers and System
Description Papers

Team System Description Paper
1 (Pais and Mitrofan, 2021)
2 (Pachón et al., 2021)
3 (Blinov, 2021)
4 (Ramesh et al., 2021)
5 (Carrasco and Rosillo, 2021)
6 (Fleming et al., 2021)
7 (Mondal et al., 2021)
8 (Valdes et al., 2021)
9 (Roychoudhury and Naskar, 2021)
10 (Yaseen and Langer, 2021)
11 (Kumar et al., 2021b)
12 (Aji et al., 2021)
13 (Luo et al., 2021)
14 (Murgado et al., 2021)
15 (Lee et al., 2021)
16 (Zhou et al., 2021)
17 (Fidalgo et al., 2021)
18 (Kumar et al., 2021a)
19 (De Leon et al., 2021)
20 (Kayastha et al., 2021)
21 (Ruas et al., 2021)
22 (Guo et al., 2021)
23 (Sakhovskiy et al., 2021)
24 (Elkaref and Hassan, 2021)
25 (Cornelius et al., 2021)
26 (Dima et al., 2021)
27 (Pimpalkhute et al., 2021)
28 (Ji et al., 2021)
29 (Ojha et al., 2021)

Table 9: Key for identifying teams in the Results sec-
tion. Identifier in the parenthesis is the publication id
associated with the SMM4H Workshop.
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Abstract
This paper describes our submissions for the
Social Media Mining for Health (SMM4H)
2021 shared tasks. We participated in 2 tasks:
(1) Classification, extraction and normaliza-
tion of adverse drug effect (ADE) mentions
in English tweets (Task-1) and (2) Classifi-
cation of COVID-19 tweets containing symp-
toms (Task-6). Our approach for the first
task uses the language representation model
RoBERTa with a binary classification head.
For the second task, we use BERTweet, based
on RoBERTa. Fine-tuning is performed on the
pre-trained models for both tasks. The models
are placed on top of a custom domain-specific
pre-processing pipeline. Our system ranked
first among all the submissions for subtask-
1(a) with an F1-score of 61%. For subtask-
1(b), our system obtained an F1-score of 50%
with improvements up to +8% F1 over the
score averaged across all submissions. The
BERTweet model achieved an F1 score of 94%
on SMM4H 2021 Task-6.

1 Introduction

Social media platforms are a feature of everyday
life for a large proportion of the population with
an estimated 4.2 billion people using some form of
social media (Hootsuite and Social, 2021). Twitter
is one of the largest social media platforms with
192 million daily active users (Conger, 2021). The
6th Social Media Mining for Health Applications
Workshop focuses on the use of Natural Language
Processing (NLP) for a wide number of tasks re-
lated to Health Informatics using data extracted
from Twitter .

1Dept. of Computer Science and Engineering
2Dept. of Information and Communication Technology
3Dept. of Mechanical and Manufacturing Engineering
4Dept. of Electronics and Communication Engineering
Manipal Institute of Technology, Manipal Academy of Higher
Education, Manipal, India

Our team, TensorFlu, participated in 2 tasks, (1)
Task-1: Classification, extraction and normaliza-
tion of adverse effect (AE) mentions in English
tweets and (2) Task-6: Classification of COVID-19
tweets containing symptoms. A detailed overview
of the shared tasks in the 6th edition of the work-
shop can be found in (Magge et al., 2021).

The classification and extraction of Adverse
Drug Effects (ADE) on social media can be a use-
ful indicator to judge the efficacy of medications
and drugs while ensuring that any side effects that
previously remained unknown can be found. Thus
social media can be a useful medium to judge gauge
patient satisfaction and well being.

According to the report in (Shearer and Mitchell,
2021), 15% of American adults get their news on
Twitter while 59% of Twitter users get their news
on Twitter itself. Thus during the spread of a pan-
demic like COVID-19, tracking reports by users as
well as news mentions from local organizations can
perform the function of tracking the spread of the
disease in new regions and keep people informed.

Similar to the last edition of the workshop, the
top performing model (Klein et al., 2020) for Task-
1 with the highest score this year was RoBERTa
(Liu et al., 2019). The biggest challenge while
dealing with the dataset provided for this years
competition was the huge class imbalance. The
proposed approach handles this by the use of Ran-
dom Sampling (Abd Elrahman and Abraham, 2013)
of the dataset during finetuning. Named Entity
Recognition (NER) for the extraction of text spans
was performed using the RoBERTa based model
provided in the spaCy (Honnibal et al., 2020)
en_core_web_trf pipeline. For the classifica-
tion of tweets with COVID-19 symptoms, we used
a model called BERTweet (Nguyen et al., 2020)
trained on 845 million English tweets and 23 mil-
lion COVID-19 related English tweets as of the lat-
est publically available version of the model. Fine-
tuning was performed on the pretrained models for
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both tasks. Section 2 summarizes the methodology
and results obtained for Task-1, while Section 3
summarizes the methodology and results for Task-
6.

2 Task-1: Classification, extraction and
normalization of adverse effect (AE)
mentions in English tweets

2.1 Sub-Task 1a: Classification

The goal of this sub-task is to classify tweets that
contain an adverse effect (AE) or also known as
adverse drug effect (ADE) with the label ADE or
NoADE.

2.1.1 Data and Pre-processing

The organizers of SMM4H provided us with a train-
ing set consisting of 18,256 tweets with 1,297 posi-
tive examples and 16,959 negative examples. Thus,
the dataset has a huge class imbalance. The valida-
tion dataset has 913 tweets with 65 positive exam-
ples and 848 negative examples.

To overcome the class imbalance we performed
random oversampling and undersampling (Abd El-
rahman and Abraham, 2013) on the provided
dataset. The dataset was first oversampled using
a sampling strategy of 0.1 i.e. the minority class
was oversampled so that it was 0.1 times the size of
majority class, then the resultant dataset was under-
sampled using a sampling strategy of 0.5 i.e. the
majority class was undersampled so that the major-
ity class was 2 times the size of minority class

Removal of twitter mentions, hashtags and URLs
was performed, but it negatively affected the per-
formance of the model. Hence, this pre-processing
step was not performed in the final model. The
tweets were then preprocessed using fairseq (Ott
et al., 2019) preprocessor which tokenizes the sen-
tences using GPT-2 byte pair encoding(Radford
et al., 2019) and finally converts them into binary
samples.

2.1.2 System Description

Fairseq’s (Ott et al., 2019) pretrained RoBERTa
(Liu et al., 2019) large model was used for the task
with a binary classification head. The RoBERTa
model was pretrained over 160GB of data from
BookCorpus (Zhu et al., 2015), CC-News (Nagel,
2016), OpenWebText (Gokaslan* et al., 2019) and
Stories.

2.1.3 Experiments
RoBERTa and BioBERT (Lee et al., 2019) were
trained for ADE classification and extensive hy-
perparameter tuning was carried out. The hyper-
parameters tested on the validation split included
the learning rate, batch size, and sampling strategy
of the dataset. The RoBERTa model was trained
for 6 epochs with a batch size of 8. The learning
rate was warmed up for 217 steps with a weight
decay of 0.1 and a peak learning rate of 10−5 for
the polynomial learning rate scheduler. A dropout
rate of 0.1 is used along with the Adam optimizer
having (β1, β2)=(0.9, 0.98).

2.1.4 Results
Precision is defined as the ratio between true posi-
tives and the sum of true positives and false posi-
tives.

Precision =
TP

TP + FP
(1)

Recall is defined as the ratio between true posi-
tives and the sum of true positives and false nega-
tives.

Recall =
TP

TP + FN
(2)

Our primary objective is to create a model that
prevents incorrect classification of ADE tweets. A
model with higher recall than precision is more
desirable for us as the former tends to reduce the
total number of false negatives. F1 Score is chosen
to be the evaluation metric for all our models.

F1-score =
2 · Precision ·Recall

Precision+Recall
(3)

Table 1 showcases the performance of the differ-
ent models which performed well on the validation
set. The RoBERTa model that was finally chosen
after hyperparameter tuning achieved the highest
score on the leaderboard among all teams partici-
pating in the subtask. The score obtained on the
test set can be found in Table 2.

It can be seen in the results of the validation set
and test for the ADE class that the recall is 0.92
for the validation set and 0.752 for the test set. The
results show that the model has learnt features for
classifying ADE samples from a small amount of
data. Although it might classify some amount of
NoADE tweets incorrectly as evidenced by the low
precision, the greater number of correctly classified
ADE tweets aligns with our objective of classifying
the maximum number of ADE tweets correctly as
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S.No. Model Arch Label Precision Recall F1
1. RoBERTa BERTLARGE NoADE 0.99 0.95 0.97

ADE 0.59 0.92 0.72
2. BioBERT BERTBASE NoADE 0.97 0.99 0.98

ADE 0.78 0.60 0.68

Table 1: Comparing different models used for task 1a on the Validation Set. RoBERTa is chosen owing to its
higher F1- score while predicting the ADE label correctly.

Precision Recall F1
RoBERTa 0.515 0.752 0.61

Median 0.505 0.409 0.44

Table 2: Comparing our best-performing model to the
median for task 1a.

possible so that we don’t lose valuable informa-
tion about adverse drug effects that might be found.
Our model achieved a significantly higher recall
than the median of all other teams (Table 2), indi-
cating that a majority of ADE tweets are correctly
classified.

2.2 Task-1b: ADE Span Detection
The goal of this subtask is to detect the text span of
reported ADEs in tweets.

2.2.1 Data and Pre-processing
The given dataset consisted of 1,712 spans across
1,234 tweets. For the purpose of better training of
the model, all tweets with duplicate or overlapping
spans were manually removed. The decision to do
this manually was to ensure that spans providing
better context were kept instead of just individual
words that would have been less helpful in discern-
ing the meaning of the sentence.

2.2.2 System Description
The dataset was passed through a Named En-
tity Recognition (NER) pipeline made using the
en_core_web_trf model. The pipeline makes
use of the roberta-base model provided by
Huggingface’s Transformers library (Wolf et al.,
2020). The algorithm for extracting Adverse Ef-
fects from tweets is provided in Algorithm 1.

2.2.3 Experiments
Two Named Entity Recognition (NER) pipelines,
en_core_web_trf (https://spacy.
io/models/en#en_core_web_trf) and
en_core_web_sm (https://spacy.io/
models/en#en_core_web_sm) were tried.

Algorithm 1: Algorithm for Extraction of
Adverse Drug Effects from Tweets

Input: Input raw tweet T ;
Output: Label, Start char, End char, Span;
Given (T ), Classify the tweet with fairseq
RoBERTa into ADE or NoADE;

if Label is ADE then
Perform NER on T using spaCy NER
pipeline;

Return Start char, End char, Span;
end

The first is a RoBERTa based model while the
second is a fast statistical entity recognition
system trained on written web text that includes
vocabulary, vectors, syntax and entities. After
hyperparameter tuning, the transformer model was
chosen. The model was trained for 150 epochs
with a dropout of 0.3, Adam optimizer (Kingma
and Ba, 2014) and a learning rate of 0.001 with
(β1, β2)=(0.9, 0.999).

2.2.4 Results
The models have been evaluated with two metrics,
the Relaxed F1 score, and the Strict F1 score. The
Relaxed metrics evaluate the scores for spans that
have a partial or full overlap with the labels. The
Strict metrics only evaluate the cases where the
spans produced by the model perfectly match the
span in the label.

Table 3 showcases the performance of both NER
pipelines on the validation set. It can be observed
that the RoBERTa model provides a higher F1 score
than the statistical model and is able to make much
more accurate classifications of the ADE class. The
statistical model however provides a higher recall
which indicates it has fewer false negatives and is
thus misclassifying the ADE samples as NoADE
less often. The RoBERTa model is however far
superior to the statistical model when considering
the strict F1 scores. This implies that it is able to
produce a perfect span more often and has learnt a
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Model Relaxed P Relaxed R Relaxed F1 Strict P Strict R Strict F1
en_core_web_sm 0.516 0.551 0.533 0.226 0.241 0.233
en_core_web_trf 0.561 0.529 0.544 0.275 0.253 0.263

Table 3: Scores on the Validation Set for the model for task 1b.

Figure 1: Example span extraction from TensorFlu’s model for task 1b

Precision Recall F1
en_core_web_trf 0.493 0.505 0.50
en_core_web_sm 0.521 0.458 0.49

Median 0.493 0.458 0.42

Table 4: Comparing our best-performing model to the
median for task 1b.

better representation of the data.
The final test set result achieved by the model

placed on the leaderboard was achieved by the
RoBERTa based NER model. The results obtained
by both models are compared to the median in Ta-
ble 4. The transformer pipeline provides a higher
recall than the statistical pipeline thus showcas-
ing the fact that a higher number of tweets were
correctly classified as ADE while having overlap-
ping spans. A few example images showing the
performance of the entire adverse effect extraction
pipeline are provided in Figure 1.

3 Task-6: Classification of COVID-19
tweets containing symptoms

The goal of this task is to classify tweets into 3 cat-
egories: (1) Self-reports (2) Non-personal reports
(3) Literature/News mentions.

3.1 Data and Pre-processing

The SMM4H organizers released a training dataset
consisting of 9,567 tweets and test data consist-
ing of 6,500 tweets. The training dataset consisted
of 4,523 tweets with Literature/News mentions,
3,622 tweets with non-personal reports and 1,421
tweets with self-reports. There is very little class
imbalance in the given dataset. Tokenization of

tweets was done using VinAI’s bertweet-base
tokenizer from the Huggingface API (Wolf et al.,
2020). In order to use the BERTweet model, the
tweets were normalized by converting user men-
tions into the @USER special token and URLs
into the HTTPURL special token. The emoji pack-
age was used to convert the emoticons into text.
(Nguyen et al., 2020)

3.2 System Description

BERTweet (Nguyen et al., 2020) uses the same
architecture as BERT base and the pre-training pro-
cedure is based on RoBERTa, (Liu et al., 2019) for
more robust performance, as it optimizes the BERT
pre-training approach. BERTweet is optimized
using Adam optimizer (Kingma and Ba, 2014),
with a batch size of 7K and a peak learning rate
of 0.0004, and is pre-trained for 40 epochs (using
first 2 epochs for warming up the learning rate).
The bertweet-covid19-base-uncased
model was used for our application, which has
135M parameters, and is trained on 845M English
tweets and 23M COVID-19 English tweets.

For training the BERTweet model on our
train dataset, (https://github.com/
VinAIResearch/BERTweet) was used with
number of labels set to 3.

3.3 Experiments

A number of experiments were carried out to reach
the optimal results for the task. Other models be-
sides BERTweet were trained for the task such
as RoBERTa (Liu et al., 2019), DeBERTa (He
et al., 2021), and Covid-Twitter-BERT (Müller
et al., 2020). A majority voting ensemble with
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S.No. Model Arch Label Precision Recall F1

1. RoBERTa BERTLARGE

Lit-News mentions 0.98 0.97 0.98
Nonpersonal reports 0.95 0.97 0.96

Self reports 0.97 0.96 0.97

2. BERTweet BERTBASE

Lit-News mentions 0.99 0.99 0.99
Nonpersonal reports 0.99 0.98 0.98

Self reports 0.97 1.00 0.99

3. DeBERTa BERTBASE

Lit-News mentions 0.95 1.00 0.98
Nonpersonal reports 0.99 0.95 0.97

Self reports 1.00 0.95 0.97

4. Covid-Twitter BERT BERTLARGE

Lit-News mentions 0.98 0.98 0.98
Nonpersonal reports 0.97 0.97 0.97

Self reports 0.97 0.99 0.98

5. Majority Voting NA
Lit-News mentions 0.98 0.99 0.99
Nonpersonal reports 0.98 0.97 0.97

Self reports 0.99 0.99 0.99

Table 5: Comparing different models used for task 6 on the Validation Set

all 4 models was also evaluated. After a lot of tun-
ing, BERTweet was found to be the best performing
model on the dataset.

The ideal hyperparameters for the model were
found empirically following many experiments
with the validation set. The best results were ob-
tained with the following hyperparameters: the
model was finetuned for 12 epochs with a batch
size of 16; the learning rate was warmed up for 500
steps with a weight decay of 0.01.

Due to little class imbalance in the given dataset
and pretrained BERT based models performing
very well on classification tasks, almost all models
achieved a relatively high F1-score.

3.4 Results

The results on the validation set for all the trained
models are reported in Table 5. As mentioned in
section 2.1.4 the models have been compared on the
basis of Precision, Recall and F1-score. The best
performing model as seen in Table 5 is BERTweet.
The same model was also able to achieve an F1
score above the median on the test set as seen in
Table 6.

Precision Recall F1
BERTweet 0.9411 0.9411 0.94

Median 0.93235 0.93235 0.93

Table 6: Comparing our best-performing model to the
median for task 6

4 Conclusion

In this work we have explored an application of
RoBERTa to the task of classification, extraction
and normalization of Adverse Drug Effect (ADE)
mentions in English tweets and the application of
BERTweet to the task of classification of tweets
containing COVID-19 symptoms. We have based
our selection of these models on a number of exper-
iments we conducted to evaluate different models.
Our experiments have shown that RoBERTa outper-
forms BioBERT, achieving state of the art results in
ADE classification. For the second task, we found
that BERTweet outperformed all the other models
including an ensembling approach (majority vot-
ing).

We foresee multiple directions for future re-
search. One possible improvement could be to use
joint learning to deal with Task-1(a) and Task-1(b)
simultaneously.

5 Acknowledgements

For Task 1a, Sidharth R, Abhiraj Tiwari, Parthivi
Choubey and Saisha Kashyap contributed equally
to the work. For Task 1b, Sidharth R, Abhiraj Ti-
wari, Sahil Khose, and Kumud Lakara contributed
equally to the work. All authors contributed equally
to the work done for Task 6. We would also like
to thank Mars Rover Manipal and Project Manas
for providing the necessary resources to train our
models.

37



References
Shaza M Abd Elrahman and Ajith Abraham. 2013. A

review of class imbalance problem. Journal of Net-
work and Innovative Computing, 1(2013):332–340.

Kate Conger. 2021. Twitter shakes off the cobwebs
with new product plans. The New York Times.

Aaron Gokaslan*, Vanya Cohen*, Ellie Pavlick, and
Stefanie Tellex. 2019. Openwebtext corpus.

Pengcheng He, Xiaodong Liu, Jianfeng Gao, and
Weizhu Chen. 2021. Deberta: Decoding-enhanced
bert with disentangled attention.

Matthew Honnibal, Ines Montani, Sofie Van Lan-
deghem, and Adriane Boyd. 2020. spaCy:
Industrial-strength Natural Language Processing in
Python.

Hootsuite and We Are Social. 2021. Digital 2021:
Global overview report.

Diederik P. Kingma and Jimmy Ba. 2014. Adam:
A method for stochastic optimization. Cite
arxiv:1412.6980Comment: Published as a confer-
ence paper at the 3rd International Conference for
Learning Representations, San Diego, 2015.

Ari Klein, Ilseyar Alimova, Ivan Flores, Arjun Magge,
Zulfat Miftahutdinov, Anne-Lyse Minard, Karen
O’Connor, Abeed Sarker, Elena Tutubalina, Davy
Weissenbacher, and Graciela Gonzalez-Hernandez.
2020. Overview of the fifth social media mining for
health applications (#SMM4H) shared tasks at COL-
ING 2020. In Proceedings of the Fifth Social Media
Mining for Health Applications Workshop & Shared
Task, pages 27–36, Barcelona, Spain (Online). Asso-
ciation for Computational Linguistics.

Jinhyuk Lee, Wonjin Yoon, Sungdong Kim,
Donghyeon Kim, Sunkyu Kim, Chan Ho So,
and Jaewoo Kang. 2019. BioBERT: a pre-
trained biomedical language representation model
for biomedical text mining. Bioinformatics,
36(4):1234–1240.

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-
dar Joshi, Danqi Chen, Omer Levy, Mike Lewis,
Luke Zettlemoyer, and Veselin Stoyanov. 2019.
Roberta: A robustly optimized bert pretraining ap-
proach.

Arjun Magge, Ari Klein, Ivan Flores, Ilseyar Al-
imova, Mohammed Ali Al-garadi, Antonio Miranda-
Escalada, Zulfat Miftahutdinov, Eulàlia Farré-
Maduell, Salvador Lima López, Juan M Banda,
Karen O’Connor, Abeed Sarker, Elena Tutubalina,
Martin Krallinger, Davy Weissenbacher, and Gra-
ciela Gonzalez-Hernandez. 2021. Overview of the
sixth social media mining for health applications (#
smm4h) shared tasks at naacl 2021. In Proceedings
of the Sixth Social Media Mining for Health Appli-
cations Workshop & Shared Task.

Martin Müller, Marcel Salathé, and Per E Kummervold.
2020. Covid-twitter-bert: A natural language pro-
cessing model to analyse covid-19 content on twit-
ter.

Sebastian Nagel. 2016. Cc-news.

Dat Quoc Nguyen, Thanh Vu, and Anh Tuan Nguyen.
2020. BERTweet: A pre-trained language model
for English tweets. In Proceedings of the 2020
Conference on Empirical Methods in Natural Lan-
guage Processing: System Demonstrations, pages 9–
14, Online. Association for Computational Linguis-
tics.

Myle Ott, Sergey Edunov, Alexei Baevski, Angela
Fan, Sam Gross, Nathan Ng, David Grangier, and
Michael Auli. 2019. fairseq: A fast, extensible
toolkit for sequence modeling. In Proceedings of
the 2019 Conference of the North American Chap-
ter of the Association for Computational Linguistics
(Demonstrations), pages 48–53, Minneapolis, Min-
nesota. Association for Computational Linguistics.

Alec Radford, Jeff Wu, Rewon Child, David Luan,
Dario Amodei, and Ilya Sutskever. 2019. Language
models are unsupervised multitask learners.

Elisha Shearer and Amy Mitchell. 2021. News use
across social media platforms in 2020. Pew Re-
search Center.

Thomas Wolf, Lysandre Debut, Victor Sanh, Julien
Chaumond, Clement Delangue, Anthony Moi, Pier-
ric Cistac, Tim Rault, Rémi Louf, Morgan Funtow-
icz, Joe Davison, Sam Shleifer, Patrick von Platen,
Clara Ma, Yacine Jernite, Julien Plu, Canwen Xu,
Teven Le Scao, Sylvain Gugger, Mariama Drame,
Quentin Lhoest, and Alexander M. Rush. 2020.
Huggingface’s transformers: State-of-the-art natural
language processing.

Yukun Zhu, Ryan Kiros, Rich Zemel, Ruslan Salakhut-
dinov, Raquel Urtasun, Antonio Torralba, and Sanja
Fidler. 2015. Aligning books and movies: Towards
story-like visual explanations by watching movies
and reading books. In The IEEE International Con-
ference on Computer Vision (ICCV).

38



Proceedings of the Sixth Social Media Mining for Health Workshop 2021, pages 39–43
June 10, 2021. ©2021 Association for Computational Linguistics

KFU NLP Team at SMM4H 2021 Tasks: Cross-lingual and Cross-modal
BERT-based Models for Adverse Drug Effects

Andrey Sakhovskiy
Kazan Federal University

Kazan, Russia

Zulfat Miftahutdinov
Kazan Federal University

Kazan, Russia

Elena Tutubalina
Kazan Federal University

Kazan, Russia
HSE University
Moscow, Russia

{andrey.sakhovskiy, zulfatmi, tutubalinaev}@gmail.com

Abstract

This paper describes neural models devel-
oped for the Social Media Mining for Health
(SMM4H) 2021 Shared Task. We participated
in two tasks on classification of tweets that
mention an adverse drug effect (ADE) (Tasks
1a & 2) and two tasks on extraction of ADE
concepts (Tasks 1b & 1c). For classification,
we investigate the impact of joint use of BERT-
based language models and drug embeddings
obtained by chemical structure BERT-based
encoder. The BERT-based multimodal mod-
els ranked first and second on classification
of Russian (Task 2) and English tweets (Task
1a) with the F1 scores of 57% and 61%, re-
spectively. For Task 1b and 1c, we utilized
the previous year’s best solution based on the
EnDR-BERT model with additional corpora.
Our model achieved the best results in Task 1c,
obtaining an F1 of 29%.

1 Introduction

Text classification, named entity recognition, and
medical concept normalization in free-form texts
are crucial steps in every text-mining pipeline.
Here we focus on discovering adverse drug effects
(ADE) concepts in Twitter messages as part of the
Social Media Mining for Health (SMM4H) 2021
Shared Task (Magge et al., 2021).

This work is based on the participation of our
team in four subtasks of two tasks. Task 1 con-
sists of three subtasks, namely 1a, 1b, and 1c each
of which corresponds to classification, extraction,
and normalization of ADEs. For Task 2, train, dev,
and test sets include Russian tweets annotated with
a binary label indicating the presence or absence
of ADEs. For the 1b task, named entity recogni-
tion aims to detect the mentions of ADEs. Task
1c is designed as an end-to-end problem, intended
to perform full evaluation of a system operating
in real conditions: given a set of raw tweets, the
system has to find the tweets that are mentioning

ADEs, find the spans of the ADEs, and normal-
ize them with respect to a given knowledge base
(KB). These tasks are especially challenging due
to specific characteristics of user-generated texts
from social networks which are noisy, containing
misspelled words, abbreviations, emojis, etc. The
source code for our models is freely available1.

The paper is organized as follows. We describe
our experiments on the multilingual and multi-
modal classification of Russian and English tweets
for the presence or absence of adverse effects in
Section 2. In Section 3, we describe our pipeline for
named entity recognition (NER) and medical con-
cept normalization (MCN). Finally, we conclude
this paper in Section 4.

2 Tasks 1a & 2: multilingual
classification of tweets

The objective of Tasks 1a & 2 is to identify whether
a tweet in English (Task 1a) or Russian (Task 2)
mentions an adverse drug effect.

2.1 Data

For the English task, we used the original dev
set provided by the organizers of the SMM4H
2021. For the Russian task, we sampled 1,000
non-repeating tweets from the original dev set as
the new dev set and added the remaining tweets to
the training set. Table 1 presents the statistics on
Task 1a and Task 2 data. As can be seen from the
table, the classes are highly imbalanced for both
the English and the Russian corpora.

We preprocessed datasets for tasks 1a and 2 in a
similar manner. During preprocessing, we: (i) re-
placed all URLs with the word “link”; (ii) replaced
all user mentions with @username placeholder;
(iii) replaced some emojis with a textual represen-
tation (e.g., laughing emojis with the word laugh-
ing; pill and syringe emojis with the corresponding

1https://github.com/Andoree/smm4h_2021_classification
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Dataset # Tweets
# Positive samples
(ADE presence)

Task 1a (English tweets)
Train 17,385 1,235 (7.1%)
Dev 914 65 (7.1%)
Test 10,984 –

Task 2 (Russian tweets)
Train 10,609 980 (9.2%)
Dev 1,000 92 (9.2%)
Test 9,095 –

Table 1: Task 1a and Task 2 data statistics

words); (iv) replaced ampersand’s HTML repre-
sentation “&amp;” with “&”. As training sets are
highly imbalanced, we applied the positive class
over-sampling so that each training batch contained
roughly the same number of positive and negative
samples. However, we did not observe a significant
performance improvement for the Russian subtask,
so we applied the technique for the English subtask
only. Following (Miftahutdinov et al., 2020), for
Task 2, we combined the English and the Russian
training sets.

2.2 Models

For our experiments, we used neural models based
on Bidirectional Encoder Representations from
Transformers (BERT) (Devlin et al., 2019) as they
have achieved state-of-the-art results in the biomed-
ical domain. In particular, BERT-based mod-
els proved efficient at the SMM4H 2020 Shared
Task (Gonzalez-Hernandez et al., 2020). We used
the following BERT-based models:

(1) RoBERTalarge2 (Liu et al., 2019), a modifica-
tion of BERT that is pretrained on 160GB of
English texts with dynamic masking;

(2) EnRuDR-BERT3 (Tutubalina et al., 2020), pre-
trained on English (Tutubalina et al., 2017) and
Russian (Tutubalina et al., 2020) corpora of 5M
health-related texts in English and Russian;

(3) ChemBERTa4 (Chithrananda et al., 2020), a
RoBERTabase-based model that is pretrained
on compounds from ZINC (Irwin and Shoichet,

2https://huggingface.co/roberta-large
3https://huggingface.co/cimm-kzn/enrudr-bert
4https://huggingface.co/seyonec/

ChemBERTa_zinc250k_v2_40k

2005) and is designed for drug design, chemi-
cal modelling and molecular properties predic-
tion.

2.3 Experiments
For both tasks, we investigated the efficacy of the
multimodal classification approach. For each tweet,
we found its drug mentions, represented the chemi-
cal structure of each drug as a Simplified molecular-
input line-entry system (SMILES) string, encoded
the string using ChemBERTa, and took the final
[CLS] embedding as drug embedding. Thus, we
matched each tweet with a drug embedding. For
tweets that contain no drug mentions, we encoded
an empty string. We compared the following text-
molecule combination strategies: (i) concatena-
tion of the drug and the text embeddings, (ii) one
cross-attention layer (Vaswani et al., 2017) from
molecule encoder to text encoder. For concatena-
tion architecture, we did not fine-tune ChemBERTa
on the training set, whereas for cross-attention mod-
els, we trained both text and drug encoder.

For both Task 1a and Task 2, we adopted pre-
trained models from HuggingFace (Wolf et al.,
2019) and fine-tuned them using PyTorch (Paszke
et al., 2019). We trained each RoBERTalarge model
for 10 epochs with the learning rate of 1 ∗ 10−5 us-
ing Adam optimizer (Kingma and Ba, 2014). We
set batch size to 32 and maximum sequence size to
128. For EnRuDR-BERT we used the learning rate
of 3 ∗ 10−5, batch size to 64, and sequence to 128.
For ChemBERTa, we used a sequence length of
256. For classification, we used a fully-connected
network with one hidden layer, GeLU (Hendrycks
and Gimpel, 2016) activation, a dropout probabil-
ity of 0.3, and sigmoid as the final activation. To
handle a high variance of BERT-based models’ per-
formance that varies across different initializations
of classification layers, for each training setup, we
trained 10 models and weighed their predictions.
We tried two weighing strategies: (i) majority vot-
ing and (ii) sigmoid-based weighing. For (ii), we
used predicted positive class probabilities to train
a Scikit-learn’s (Pedregosa et al., 2011) logistic re-
gression on the validation set. For all experiments,
we used a classification threshold of 0.5.

Table 2 shows the performance of our systems
for Task 1a and Task 2 in terms of precision (P),
recall (R), and F1-score (F1). Based on the re-
sults, we can draw the following conclusions. First,
for the English task, the concatenation of text and
chemical features increases the F1-score by 3%
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Model set-up P R F1
Task 1a (English tweets)

RoBERTa – – 0.58
RoBERTa + ChemBERTa concatenation – – 0.61
∗ RoBERTa + ChemBERTa concatenation + over-sampling 0.55 0.68 0.61
∗ RoBERTa + ChemBERTa concatenation + over-sampling + sigmoid 0.59 0.56 0.58
Average scores provided by organizers 0.51 0.41 0.44

Task 2 (Russian tweets)
EnRuDR-BERT + Ru train – – 0.55
EnRuDR-BERT + Ru train + ChemRoBERTa + cross-attention – – 0.54
EnRuDR-BERT + RuEn train – – 0.54
∗ EnRuDR-BERT + RuEn train + ChemRoBERTa cross-attention 0.58 0.57 0.57
∗ EnRuDR-BERT + RuEn train + ChemRoBERTa cross-attention + sigmoid 0.77 0.35 0.48
Average scores provided by organizers 0.55 0.56 0.51

Table 2: Text classification results on the SMM4H 2021 Task 1a and Task 2 test sets. For all set-ups except the
ones with "sigmoid", we used majority voting. Our official submissions for the SMM4H 2021 are denoted by ∗.

compared to text-only classification. Second, for
the Russian task, neither the bilingual approach
nor the use of chemical features shows a perfor-
mance improvement when used separately, but the
joint use of bilingual data and cross-modality with
cross-attention results in an F1-score growth of 2%
compared to text-only monolingual classification.
Third, the results of this year showed a smaller gap
between F1-scores on Russian and English test sets
than last year.

3 Tasks 1b & 1c: extraction and
normalization of ADEs

The 1b task’s objective is to detect ADE mentions.
Task 1c is designed as an end-to-end task. Sys-
tems have a free-form tweet as input and should be
able to produce a set of extracted medical concepts.
For this task, we develop a pipeline that (i) first
detect ADE mentions and then (ii) link extracted
ADEs to the concepts from the medical dictionary
for regulatory activities (MedDRA) (Brown et al.,
1999).

Following the best results in SMM4H 2020 Task
3 (Miftahutdinov et al., 2020), we utilize a EnDR-
BERT model5 with dictionary based features for
the named entity recognition (NER) task. We
adopted the dictionaries from (Miftahutdinov et al.,
2017). As in the best solution of the SMM4H 2020
Task 3, we adopted extra training data for the NER
task, we used the CSIRO Adverse Drug Event Cor-
pus (CADEC) (Karimi et al., 2015) and COMETA

5https://huggingface.co/cimm-kzn/endr-bert

corpus (Basaldella et al., 2020).

For the normalization task, we applied two mod-
els: (i) a classifier (Miftahutdinov et al., 2020; Mif-
tahutdinov and Tutubalina, 2019), (ii) a novel neu-
ral model based on similarity distance of BERT
vectors of concepts (Miftahutdinov et al., 2021).
Following (Miftahutdinov et al., 2020), we utilize
additional data for training. Other corpora are fil-
tered to match a vocabulary of the SMM4H 2021
train set. We combined two models based on a
threshold. For instance, given (i) prediction cbs
from from BERT-based similarity method with the
distance equals to d and (ii) prediction cclf from
the classification approach, the final prediction is
set to cbs, if d is less than a threshold, and to cclf ,
otherwise. For more detailed description of NER
and end-to-end entity linking model please refer to
(Miftahutdinov et al., 2020).

Table 3 shows a comparison of the model to the
official average scores computed using the partic-
ipants’ submissions. Our NER model achieved
below average results (40% vs 42%). We believe
that the results are related to additional training
of the model on non-target texts (reviews). Yet,
with lower results in Task 1b and the top ranked
results in Task 1c, it becomes clear that that the
advantage of our pipeline is the two-component
model for medical concept normalization. To sum
up, the pipeline ranked first at SMM4H 2021 Task
1c and obtained the F1 score of 29% on extraction
of MedDRA concepts.
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Run name P R F1
ADE Detection Evaluation (Task 1b)
KFU NLP Team 0.42 0.38 0.40
Average scores 0.49 0.46 0.42

End-to-End Evaluation (Task 1c)
KFU NLP Team 0.30 0.28 0.29
Average scores 0.23 0.22 0.22

Table 3: Performance of our models in SMM4H 2021
Task 1b and 1c (official results).

4 Conclusion

In this work, we have explored an application of
domain-specific BERT models pretrained on health-
related user reviews in English and Russian to the
task of multilingual and multimodal text classifica-
tion, extraction, and normalization of adverse drug
effects. Our experiments show that multimodal ar-
chitecture for classification of tweets outperforms
other strong baselines and text classifiers. Besides,
our BERT-based pipeline for extraction on Med-
DRA concepts ranked 1st in Task 1c.

We foresee two directions for future work. First,
future research will explore how different drug rep-
resentation models and pretraining approaches af-
fect classification performance. Second, a potential
direction is to verify the efficacy of multimodal
classification for languages other than Russian and
English.
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Abstract

While social media gains a broader traction,
valuable insights and opinions on various top-
ics representative for a wider audience can
be automatically extracted using state-of-the-
art Natural Language Processing techniques.
Of particular interest in the healthcare domain
are adverse drug effects, which may be in-
troduced in online posts, and can be effec-
tively centralized and investigated. This pa-
per presents our Multi-Task Learning architec-
ture using pretrained Transformer-based lan-
guage models employed for the Social Media
Mining for Health Applications Shared Task
2021, where we tackle the three subtasks of
Task 1, namely: classification of tweets con-
taining adverse effects (subtask 1a), extraction
of text spans containing adverse effects (sub-
task 1b), and adverse effects resolution (sub-
task 1c). Our best performing model ranked
first on the test set at subtask 1b with an F1-
score of 51% (P = 51%; R = 51%). Promising
results were obtained on subtask 1a (F1-score
= 44%; P = 45%; R = 43%), whereas subtask
1c was by far the most difficult task and an F1-
score of only 17% (P = 17%; R = 18%) was
obtained.

1 Introduction

Information extraction from social media is widely
studied nowadays, as platforms like Facebook,
Twitter, Instagram, or Reddit become the main
place for people to share their opinions and ex-
periences. Concurrently, a wide range of applica-
tions with completely different topics arises with
the current advances in Natural Language Process-
ing (NLP), as the volume of posted information
has become impossible to be manually analysed.
For example, the Social Media Mining for Health
(SMM4H) Applications Shared Task (Sarker and
Gonzalez-Hernandez, 2017) is focused on health
applications and introduces a dataset of annotated
tweets with the aim to analyse adverse drug ef-

fects (ADE) mentioned by users. This year’s edi-
tion (Magge et al., 2021) proposed eight different
tasks, out of which we focused on the first task en-
titled Classification, Extraction and Normalization
of Adverse Effect mentions in English tweets. This
task was further divided into three subtasks, as fol-
lows. Subtask 1a was a binary classification task of
tweets, focused on identifying whether the message
contains ADE or not. Subtask 1b was a named en-
tity recognition task on top of subtask 1a, centered
on extracting the span of text containing the ADE
of the medication. Subtask 1c was a named entity
resolution task on top of both previous subtasks,
aimed at predicting the normalized concept of the
extracted adverse effect from the preferred terms
included in the Medical Dictionary for Regulatory
Activities (MedDRA)1.

All three subtasks are addressed simultaneously
using a Multi-Task Learning (MTL) architecture
(Caruana, 1997) that leverages acquired knowledge
from one subtask to another. Furthermore, we ap-
proached the challenge of unbalanced classes in
the first subtask by considering class weights and
by augmenting the training data set.

The paper is structured as follows. The second
section describes previous work that inspired our
solution, while the third section presents our em-
ployed method. The fourth section presents the
results of our work, followed by discussions and
the final section that summarizes our findings and
presents future research paths.

2 Related Work

2.1 Health-Related Applications

Given that Task 1 was present in previous editions
of the SMM4h shared task (Weissenbacher et al.,
2018, 2019; Klein et al., 2020), several approaches
were employed to address its challenges. For exam-
ple, the winning team from 2019 (Miftahutdinov

1https://www.meddra.org/
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et al., 2019) used an ensemble of BioBERT-CRF
models for the ADE extraction task, while address-
ing the resolution task as a classification. The
system proposed by Miftahutdinov et al. (2020)
ranked first at the end-to-end 2020 competition us-
ing the pretrained EnDR-BERT (Tutubalina et al.,
2020) and the CSIRO Adverse Drug Event Corpus
(CADEC) (Karimi et al., 2015) for further training
the model. In addition, Dima et al. (2020) showed
that bidirectional Transformers trained using class
weighting, together with ensembles that combine
various configurations, achieve an F1-score of .705
on the dataset made available for that edition of the
competition.

2.2 MTL-Based Methods

Multi-Task Learning represents a training strategy
where a shared model is simultaneously learning
multiple tasks. Ruder (2017) analysed the tech-
niques applied in MTL and compared the hard
parameter sharing and soft parameter sharing
paradigms, concluding that the former is still per-
vasive in nowadays approaches. MTL proved to
fasten the convergence and to improve the model
performance in a variety of NLP applications, in-
cluding named entity recognition (Aguilar et al.,
2018), fake news detection (Wu et al., 2019), mul-
tilingual offensive language identification (Chen
et al., 2020b), sentiment analysis (Zaharia et al.,
2020), humor classification (Vlad et al., 2020), rec-
ommender systems (Tang et al., 2020), and even
question answering (Kongyoung et al., 2020). MTL
also increases performance in conjunction with
semi-supervised learning (Liu et al., 2007), cur-
riculum learning (Dong et al., 2017), sequence-to-
sequence (Zaremoodi and Haffari, 2018), reinforce-
ment learning (Gupta et al., 2020), and adversarial
learning (Liu et al., 2017).

3 Method

3.1 Corpus

The SMM4H 2021 Task 1 dataset included 17,385
training samples out of which 1,235 (7.10%) be-
long to the positive class (i.e., contain ADE), as
well as 915 samples in the development set out of
which 65 are labeled as positive; hence, a challenge
consists of the unbalanced distribution of the two
classes.

Subtask 1c required labeling the extracted text
span with the corresponding MedDRA term; the
number of possible labels exceeds 23,000. Only

476 labels are present in the training set, denoting
that most labels are not covered at all. Additionally,
the number of appearances of each ID has a long-
tail distribution (see Figure 1), with some IDs being
present in more than 60 examples and most IDs
occurring in less than 4 examples.

Figure 1: Histogram of MedDRA IDs present in the
training set.

3.2 Multi-Task Learning Neural Architecture

A MTL architecture based on hard parameter shar-
ing (Ruder, 2017) was employed for Task 1 (see
Figure 2). Given that all three subtasks are highly
related, our assumption was that knowledge ac-
quired while learning one subtask would help in
increasing performance on the other two. Three
modules are added on top of BioBERT (Lee et al.,
2020): (a) the Classifier - a binary classifier for
tweet classification in subtask 1a, b) the Extractor
- a named entity recognition layer for ADE span
extraction in subtask 1b, and c) the Normalizer - a
multi-class classifier for span resolution in subtask
1c. All three modules share the same pre-trained
BERT encoder; the first 11 layers out of 12 were
frozen, whereas the last layer was kept as a shared
trainable encoder.

The training dataset was processed in the follow-
ing manner. The positive tweets from the training
set were selected for subtask 1b, and each token
was tagged with either "O" (outside adverse effect)
or "AE" (adverse effect entity). Two approaches
were considered for subtask 1c: (a) create a dataset
using the spans labeled with their corresponding
PTID, and (b) concatenate the span tokens with
the corresponding tweets as: [CLS] <ADE span >
[SEP] <entire tweet> [SEP]. The second approach
aimed to leverage context information in the Med-
DRA ID prediction.

The modules for the three subtasks were trained
in parallel. At each training step, a batch from
the training datasets was randomly chosen with the
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Figure 2: The overall architecture of the proposed
multi-task framework.

following probability:

pi =

size(Di)
size(bi)

(
∑n

k=1
size(Dk)
size(bk)

)
(1)

where Di represents the dataset for subtask i, and
bi represents a mini-batch from Di.

All three subtasks minimize cross-entropy loss
(see Equation 2), whereas only subtask 1a considers
values different from one for weights wj :

LTask = −wj

∑

i

(yi log ŷi +(1−yi) log(1− ŷi))

(2)
The final loss minimized at each step k of Algo-

rithm 1 is expressed in Equation 3:

Lk = t1kLcls + t2kLner + t3kLnorm, (3)

where tik = 1 when task i is in training, or tik = 0
otherwise.

Algorithm 2 describes the processing pipeline
which begins by passing the input tweet through
the Classifier. If a tweet is labeled as not containing
an adverse effect, the label is memorized and the
flow stops. Otherwise, the tweet is passed to the Ex-
tractor and, afterwards, to the Normalizer. Line 10
highlights that the input tweet can also be used be-
sides the text span that contains the ADE, in order
to leverage the context information in predicting
the MedDRA ID; this feature is optional and can

Algorithm 1: Multi-task training algorithm

1 Initialize model parameters Θ from
BioBERT using transfer learning;

2 Compute probabilities pi for each subtask i
using Equation 1;

3 Shuffle and pack datasets into mini-batches
D1, D2, D3;

4 for N training steps do
5 Choose task i with probability pi;
6 if Di is empty then
7 Shuffle and re-pack Di;
8 end
9 Randomly choose mini-batch b from Di;

10 Compute task specific loss Li on b;
11 Update Θ using Li;
12 end

be deactivated in certain configurations. Moreover,
the feedback loop from the Extractor considering
the label of the tweet (line 12) is optional.

Algorithm 2: Task 1 prediction algorithm

1 Initialize Classifier;
2 Initialize Extractor;
3 Initialize Normalizer;
4 Load dataset D;
5 for tweet in D do
6 label← Classifier(tweet);
7 if label is ADE then
8 S ← Extractor(tweet);
9 if S is not empty then

10 I ← Normalizer(span,
tweet) for each span in S;

11 else
12 Change label to NoADE;
13 end
14 end
15 Save (label, S, I);
16 end

3.3 Implementation Details

Language Models: We experimented with BERT-
base (Devlin et al., 2019) and with the domain-
specific Transformers, namely BioBERT and Bio-
ClinicalBERT (Alsentzer et al., 2019). After a
preliminary fine-tuning on the subtask 1a, the
most promising results were obtained by BioBERT.

46



Given the limited resources available, we kept it as
the default pre-trained solution in all further exper-
iments.

Hyperparameters: All three modules (Classi-
fier, Extractor, and Normalizer) were trained with a
learning rate of 5e−5. Batch sizes of 64 were used
for subtask 1a that had most entries, while batch
sizes of 16 were considered for subtasks 1b, and
1c in which only positive samples are considered.
Training was performed for 30 epochs, computing
the performance on the validation set after each
epoch and saving the system that performed best.

Class Weights: The class unbalance problem
from subtask 1a is addressed using the weighted
version of the cross-entropy loss. The weights of
the two classes were computed using the balanced
heuristic (King and Zeng, 2001) from the scikit-
learn library (Pedregosa et al., 2011).

Augmented Training Dataset: Another ex-
plored solution for the unbalance in subtask 1a
consists in augmenting the poorly represented class
(the positive class). We leverage the predefined
augmentation approaches integrated into the Tex-
tAttack library (Morris et al., 2020). New posi-
tive examples are generated by char swapping, by
replacing words with synonyms from the Word-
Net thesaurus (Miller, 1995), and by using meth-
ods from the CheckList testing - i.e., transforma-
tions like location replacement or number alteration
(Ribeiro et al., 2020). Five positive examples are
automatically added for each initial positive sam-
ple, thus increasing the proportion of the poorly
represented class from 7% to almost 45%.

Class Number Reduction for the Normalizer:
We considered subtask 1c a multi-class classifica-
tion task where the Normalizer module receives
as input the text span containing an ADE (i.e., the
output of the Extractor module) and classifies the
span into one of the classes (i.e., MedDRA PTIDs)
present in the training set. The distribution of the
476 MedDRA IDs influenced us to reduce the num-
ber of classes. As such, the final classifier considers
only the most frequent 108 PTIDs (i.e., IDs that ap-
pear more than three times in the training dataset).
There were too few examples to properly general-
ize for all PTIDs; however, the module covers only
69.5% of the training samples.

4 Results

Four configurations were compared in terms of
performance. The first configuration (MTL) is a

baseline relying on the previously described MTL
architecture. Weighted binary cross-entropy loss
and feedback from the Extractor to the Normalizer
(Line 12 from Algorithm 2) are enabled, but the
Normalizer uses only the ADE span, without the
entire tweet (Line 10 from Algorithm 2).

The second configuration (MTL + Boostin-
gEnsemble) starts from MTL, but instead of the sim-
ple Classifier model, it uses an ensemble of three
models trained in a boosting manner. The first clas-
sifier (Classifier1) is identical to the classifier from
the first configuration. The second classifier (Clas-
sifier2) was trained on a modified training set in
which the miss-classifies examples from Classifier1
are over-sampled by a factor of three, whereas the
correctly classified examples are down-sampled by
the same factor. The third classifier, Classifier3, is
also trained on a modified training set in which ex-
amples with different results from Classifier1 and
Classifier2 are over-sampled by a factor of three,
while the rest of the examples are down-sampled
by the same factor.

The third configuration, denoted MTL + En-
hancedEnsemble, further tries to improve the per-
formance of the second configuration by adding
two more classifiers to the ensemble, Classifier4
and Classifier5, trained now on the augmented
training set while considering equivalent over- and
down-sampling approaches.

The fourth configuration, namely MTL + En-
hancedNormalizer, is similar to the first configura-
tion, but with the Normalizer is trained on both the
ADE span and the entire tweet.

Table 1 introduces the comparative results for
all configurations. While considering the devel-
opment dataset, MTL + EnhancedEnsemble ob-
tains the best performance for subtasks 1a and 1b,
while MTL + EnhancedNormalizer has the high-
est F1-score for subtask 1c. In terms of the test
dataset, MTL has the highest F1-score for subtask
1a - although the other configurations gain a boost
in precision, recall is negatively influenced; MTL
+ BoostingEnsemble has the best performance on
subtask 1b, whereas MTL + EnhancedNormalizer
remains the best configuration for subtask 1c. Al-
though MTL + EnhancedEnsemble has better re-
sults while integrating the augmented dataset, there
are no improvements on the test dataset.
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Model Subtask Development Test
P (%) R (%) F1 (%) P (%) R (%) F1 (%)

MTL 1a 58.9 66.1 62.3 45.2 43.4 44.3
1b 44.3 64.1 52.4 44.2 53.6 48.5
1c 14.2 21.8 17.2 14.5 18.7 16.4

MTL + BoostingEnsemble* 1a 61.7 64.6 63.1 49.1 39.3 43.7
1b 44.1 61.9 51.5 51.4 51.4 51.4
1c 15.5 22.9 18.5 16.0 17.0 16.0

MTL + EnhancedEnsemble* 1a 65.1 62.1 63.5 48.8 36.6 42.0
1b 50.8 62.3 56.0 51.4 49.1 50.0
1c 15.7 20.6 17.9 15.8 16.0 16.0

MTL + EnhancedNormalizer 1c 17.2 24.1 20.0 16.9 17.9 17.4

Table 1: Evaluation of configurations for each subtask of SMM4H Task 1.
* marks the official submissions.

5 Discussions

Table 2 introduces classification problems that pro-
vide additional insights on how our MTL + Boost-
ingEnsemble model works. Overall, it correctly
extracts and classifies most text spans containing
usual words for adverse effects (e.g., "sick") but,
it has occasional difficulties in distinguishing be-
tween the desired effect of a medication and its
adverse effects. For instance, in the first example
from Table 2, our model does not make the associ-
ation that the described medication is supposed to
help the subject sleep, but, in contrast, it assumes
sleepiness as an adverse effect.

Another limitation of our method is highlighted
in the second example. The MedDRA term of
Slurred speech is a rather rare label, not even

present in the training set. Even though our system
correctly extracts the span containing the adverse
effect, it is unable to correctly predict the ptid.

The false positive example of "drunk" labeled
as Drunk like effect shows that our model finds it
hard to discern appearances from facts. A similar
bias can be observed in the third example, where
the model fails to extract the spans "sleep" and
"stomach is a cement mixer" most likely because it
learned that interrogations ask about adverse effects
rather than offer information about them.

The fourth example denotes subtle errors, like
grasping the difference between the MedDRA
terms of Sleepiness and Somnolence, which are
likely to be mislabeled even by humans.

While considering the differences between de-
velopment and test set performances, another limi-

Annotated sample Model prediction
MedDRA MedDRA

...trazodone, it takes the light right outta
your eyes...

...trazodone, it takes the light right
outta your eyes ...

Sleepiness

one of the things i hate most about
quetiapine is when i take it for the first
few hours i slur my words, so people
assume i’m merely drunk.

Slurred speech one of the things i hate most about
quetiapine is when i take it for the first
few hours i slur my words, so people
assume i’m merely drunk .

Fluid retention,
Drunk-like
effect

ciprofloxacin: how do you expect to
sleep when your

stomach is a cement mixer ?

Sleeplessness,
Stomach
perforation

ciprofloxacin: how do you expect to
sleep when your stomach is a cement
mixer?

just woke up. since i started on the
higher dose of quetiapine i’m sleeping
even more ...; i feel
knackered when i wake .

Sleepiness,
Groggy on
awakening

just woke up. since i started on the
higher dose of quetiapine i’m sleeping

even more ...; i feel knackered when i
wake.

Somnolence,
Feeling stoned

Table 2: Examples from the validation set obtained using MTL + BoostingEnsemble. Note that the MedDRA IDs
were replaced by their Preferred Terms.
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tation emerges, namely that our configurations did
not generalized as expected on the test set for sub-
task 1a. This is argued by the reduced development
set which contains only 5% of the provided labeled
examples, coupled with our training procedure of
always saving the model at its best validation score.

6 Conclusions and Future Work

We introduced a Transformer-based Multi-Task
Learning architecture employed for Task 1 from
the Social Media Mining for Health Applications
Shared Task 2021. Task 1 was concerned with
the classification of tweets incorporating adverse
effects of medication and, for the positive tweets,
with the extraction and normalization of the ad-
verse effects. We started from a pretrained domain-
specific BERT language model (i.e., BioBERT)
which was further finetuned in a multi-task setting.
A hard parameter sharing MTL model was trained
on the three subtasks of SMM4H Task 1. Further-
more, class weights and data augmentation were
considered to overcome the problem of the unbal-
anced dataset from subtask 1a.

Our model achieved the highest score for sub-
task 1b (i.e., adverse effect span detection) with an
F1-score of 51%, arguing that MTL can enhance ad-
verse effect extraction from social media posts. In
terms of future work, adversarial training (Miyato
et al., 2018; Chen et al., 2020a) will be considered
to improve the robustness of our approach.
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Abstract

This paper describes our approach for six clas-
sification tasks (Tasks 1a, 3a, 3b, 4 and 5) and
one span detection task (Task 1b) from the So-
cial Media Mining for Health (SMM4H) 2021
shared tasks. We developed two separate sys-
tems for classification and span detection, both
based on pre-trained Transformer-based mod-
els. In addition, we applied oversampling and
classifier ensembling in the classification tasks.
The results of our submissions are over the
median scores in all tasks except for Task 1a.
Furthermore, our model achieved first place in
Task 4 and obtained a 7% higher F1-score than
the median in Task 1b.

1 Introduction

Social media platforms such as Twitter have been
widely used to share experiences and health in-
formation such as adverse drug effects (ADEs),
thus attracting an increasing number of researchers
to conduct health-related research using this data.
However, because social media data consists of
user-generated content that is noisy and written
in informal language, health language processing
with social media data is still challenging. To pro-
mote the use of social media for health information
extraction and analysis, the Health Language Pro-
cessing Lab of the University of Pennsylvania orga-
nized Social Media Mining for Health Applications
(SMM4H) shared tasks. This year, the SMM4H
shared tasks included 8 subtasks (Magge et al.,
2021). Our team, the Sarker Lab at Emory Uni-
versity, participated in six classification tasks (i.e.,
Task 1a, 3a, 3b, 4, and 5) and one span detection
task (i.e., Task 1b) of the SMM4H 2021 shared
tasks. In recent years, Transformer-based models
such as BERT (Devlin et al., 2019) and RoBERTa
(Liu et al., 2019), whose advantage is modeling of
long-range context semantics, revolutionised the
field of NLP and achieved state-of-the-art results
in different NLP tasks. Encouraged by those suc-

cesses, we developed separate systems for classifi-
cation and span detection both based on pre-trained
Transformer-based models. We experimented with
different Transformer-based model variants, and
the model that achieved the best result on the val-
idation set was selected as the final system. In
addition, we performed undersampling and over-
sampling to address the problem of data imbalance
and applied an ensemble technique in the classifi-
cation tasks. The performances of our submissions
are above the median F1-scores in all tasks except
for Task 1a. Furthermore, our model achieved first
place in Task 4 and obtained a 7% higher F1-score
than the median in Task 1b.

2 Classification Tasks

2.1 Problem Definition and Datasets
We participated in six classification tasks including
Task 1a: Classification of adverse effect mentions
in English tweets; Task 3a and 3b: Classification
of change in medication regimen in tweets and
drug reviews from WebMD.com; Task 4: Classifi-
cation of tweets self-reporting adverse pregnancy
outcomes; Task 5: Classification of tweets self-
reporting potential cases of COVID-19; and Task
6: Classification of COVID19 tweets containing
symptoms. Further details about the data can be
found in Magge et al. (2021). Among the six classi-
fication tasks, Task 6 was three-way classification
and used micro-averaged F1-score as the evalua-
tion metric, while the remaining tasks were binary
classification and used the F1-score for the positive
class for evaluation. For all tasks, we split the train-
ing data into a training set (TRN) and a validation
set (TRN_VAL) with a 90/10 ratio, and evaluated
the model on the validation set (VAL) released by
the organizers.

2.2 Method
We used a uniform framework for all classification
tasks, which consists of a Transformer-based en-
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Task Task 1a Task 3a Task 3b Task 4 Task 5 Task 6 Task 1ao Task 3ao Task 5o

BT 64.5 59.6 88.4 89.3 71.6 98.4 67.2 60.4 71.9
CL 62.4 55.3 87.0 83.3 67.2 98.0 63.6 54.2 66.4
RBB 71.9 57.6 89.0 89.4 74.9 98.2 75.4 60.3 75.8
RBL 68.4 61.4 88.8 92.0 76.5 98.6 78.6 62.4 76.8
RBB+BT 66.7 62.5 89.1 91.2 79.2 98.6 73.9 64.7 77.0
RBB+RBL 69.1 66.7 89.4 92.7 80.3 98.8 75.2 65.6 79.2
RBB+CL 66.7 59.1 89.1 88.2 75.4 98.4 69.6 62.4 74.7
BT+RBL 68.5 65.7 89.5 92.9 78.7 99.0 76.5 66.9 78.3
BT+CL 66.7 59.4 88.7 87.4 72.8 98.4 67.9 61.7 74.1
RBL+CL 65.4 60.0 89.3 90.6 74.6 98.6 73.7 63.2 74.4
RBB+BT+RBL 67.3 64.9 89.4 92.5 80.8 98.8 74.3 66.4 79.1
RBB+BT+CL 67.3 61.5 89.0 89.7 74.8 98.8 67.9 63.8 76.7
RBB+RBL+CL 68.5 61.4 89.7 91.4 76.7 98.6 73.7 66.1 77.5
BT+RBL+CL 66.7 61.2 89.5 91.4 76.4 99.0 71.6 65.3 77.2
BT+CL+RBB+RBL 66.7 61.9 89.8 91.8 78.2 98.6 75.0 65.6 79.1

Table 1: F1-scores of individual models and ensemble models on the validation (VAL) sets, where Task*o de-
notes that the models are trained on the oversampled training (TRN) sets, and ALL denotes the ensemble of four
individual models. The model that performed best on each task is highlighted in boldface.

coder, a pooling layer, a linear layer, and an output
layer with Softmax activation. For each instance,
the encoder converts each token into an embedding
vector, and the pooling layer generates a document
embedding by averaging the token embeddings.
The document embedding is then fed into the linear
layer and the output layer. The output is a proba-
bility vector with values between 0 and 1, which is
used to compute a logistic loss during the training
phase, and the class with the highest probability is
chosen during the inference phase.

Encoder: Encouraged by the success of pre-
trained Transformer-based language models, we
experimented on four Transformer-based models
pre-trained on different corpora–BERTweet (BT)
(Nguyen et al., 2020) trained on English tweets,
Bio_Clinical BERT (CL) (Alsentzer et al., 2019) on
biomedical research papers and clinical notes, and
RoBERTaBase (RBB) and RoBERTaLarge (RBL)
(Liu et al., 2019) on generic text such as English
Wikipedia. We selected these models in order to
investigate how the model size and the domain of
pre-training data can benefit the performance on
health-related tasks with social media data.

Preprocessing: To reduce the noise of
tweets, we used the open source tool
preprocess-twitter for data prepro-
cessing.1 The preprocessing includes lowercasing,
normalization of numbers, usernames, urls,
hashtags and text smileys, and adding extra marks
for capital words, hashtags and repeated letters.

1https://nlp.stanford.edu/projects/
glove/preprocess-twitter.rb

Oversampling: As described in Magge et al.
(2021), the class distributions of Task 1a, Task 3a
and Task 5 are imbalanced. To address the problem,
we oversampled the minority class in the training
set by picking samples at random with replacement
using a Python toolkit called imbalanced-learn.
The script is available on Github.2 After oversam-
pling, the new training sets included 28,942, 9644
and 9786 instances for Task 1a, Task 3a and Task
5, respectively.

Ensemble Modeling: In an attempt to improve
performance over individual classifiers, we applied
an ensemble technique to combine the results of
different models. We averaged the outputs (i.e., the
probability vectors) of each model and selected the
class with the highest value as the inference result.

2.3 Experiments and Results

We trained each model for 10 epochs, and the
checkpoints that achieved the best performances
on TRN_VAL were selected for evaluation. We ex-
perimented with two learning rates ∈ {2e−5, 3e−5}
and three different random initializations, meaning
that there were six checkpoints in total for each
model.3 For each type of model, the median of
the six checkpoints was used when we reported
the results of individual models (i.e., BT, CL, RBB,
and RBL). For each ensemble model, all of the
six checkpoints of the same type of model were

2https://gist.github.com/yguo0102/
c72b5c0c353bea31bd7d72a15f6a0899

3Other hyper-parameters are fixed for all models. The
batch size is 32, the weight decay is 0.1, and the warm-up
ratio is 0.06.
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used. Therefore, an ensemble model that combines
k types of models consists of 6× k checkpoints.

Task Precision Recall F1-Score
O

ur
s

Task 1a 52.1 32.7 40.0
Task 3a 72.1 63.5 68.0
Task 3b 84.2 88.2 86.0
Task 4 93.9 92.2 93.0
Task 5 73.2 77.3 75.0
Task 6 94.5 94.5 94.0

M
ed

ia
n Task 1a 50.5 40.9 44.0

Task 4 91.8 92.3 92.5
Task 5 73.9 74.4 74.5
Task 6 93.2 93.2 93.0

Table 2: Our results and the median results on the eval-
uation sets of the classification tasks. The system that
ranked first during the competition is highlighted in
boldface.

Table 1 shows the results of individual models
and ensemble models trained on the oversampled
training sets. For each task, we submitted the
model that performed best on the validation set,
and the results of the test sets are shown in Table
2. The performances of our systems were above
the median for each task except for Task 1a, and
achieved first place on Task 4. For Task 3a and
Task 3b, our system achieved 18% higher F1-score
on Task 3a and comparable result on Task 3b com-
pared to the baseline model (Weissenbacher et al.,
2020).4

2.4 Analysis

In general, for individual models, RoBERTaBase

and RoBERTaLarge performed better or compa-
rable to BERTweet, and Bio_Clinical BERT un-
derperformed on all tasks compared to the other
models, which is consistent with our previous find-
ings (Guo et al., 2020). Ensemble models outper-
formed individual models on all tasks except for
Task 1a. We observed that for Task 1a, all mod-
els achieved high F1-scores (around 97%) on the
TRN_VAL set after training for 1 epoch, but the
performance dropped by 25%-35% on the VAL set.
Similarly, our F1-score on the testing set of Task
1a is 40%, which is lower than that on the VAL
set. Since the same trend is not present for other
tasks, we hypothesized that the types of ADE in
the training set and validation set of Task 1a may
have low overlap.

To test our hypothesis, we counted the number
of distinct ADE labels and normalized ADE labels

4Because we were the only participant for Task 3a and 3b,
there is no median score available.

using the data of Task 1b and Task 1c, shown in
Table 3. Interestingly, the overlap percentage of
normalized ADE labels is as high as 85.5%, and
that of unnormalized ADE labels is much lower.
This suggests that most types of ADE in the valida-
tion set are included in the training set but the ADE
descriptions can vary widely. This result indicates
that the gap between the performance on the train-
ing set and validation set may be attributed to the
limited generalizability of pre-trained Transformer-
based models to capture the semantic similarities
between different expressions of the same ADE.

Type Training Validation Overlap/percent
ADE 1127 85 35/41.2%
ADEn 476 69 59/85.5%

Table 3: The number of the distinct ADE labels in the
training set and validation set of Task 1, where ADEn

denotes the normalized ADE labels. The overlap per-
centage is computed based on the validation set.

3 Task 1b - ADE Span Detection

3.1 Problem Definition and Dataset
Task 1b aims at distinguishing adverse effect men-
tions from Non-ADE expressions and identifying
the text spans of these adverse effect mentions. A
tweet can have more than one ADE mention, and an
ADE mention can be a sequence of words as well.
The training set consists of 17,385 tweets annotated
with 1713 ADE mentions for 1235 tweets, and the
validation set consists of 915 tweets annotated with
87 ADE mentions for 65 tweets.

3.2 Method
We implemented several Transformer-based mod-
els including BioBERT (Lee et al., 2020), SciB-
ERT (Beltagy et al., 2019), BERTweet (Nguyen
et al., 2020) and two models of BERT (Devlin
et al., 2019), and compared their performances.5

BioBERT is specifically trained for biomedical text
and widely used for the biomedical text-mining for
NER. SciBERT is trained on more general domain
data such as computer science text. BERTweet is
a pre-trained language model for English Tweets.
In addition, since the dataset is very imbalanced,
we also performed undersampling to change the
composition of the training set. Specifically, we
randomly divided the training data with negative la-
bels into 10 non-overlapping subsets, each of which

5For each of these 5 methods, we used the “cased” and
“base” models if it is not specified.
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has a slightly larger size (2000 tweets) compared
to the positive data (the same 1235 positive tweets),
and then 5 subsets were randomly selected for our
experiment.

3.3 Experiments and Results
In our experiments, since the tweets are relatively
short, we set the max sequence length to 128, batch
size to 128 for BERTLarge and 256 for other mod-
els. The learning rate was set to 5e−5, and the epoch
was set to 20 for all 5 models. The final submis-
sions were evaluated in terms of precision, recall,
and F1-score by the official evaluation scripts pro-
vided by the organizers, for each ADE extracted
where the spans overlap either entirely or partially.
However, for the convenience of comparing the
performance of the models during the experiments,
we used Seqeval,6 which is a Python framework for
sequence labeling evaluation, to compare all meth-
ods on the validation set also by precision, recall,
and F1-score at the token level. Table 4 shows the
performances for these 5 models.

Model Precision Recall F1-score
BioBERT 38.0 42.2 40.0
BERTweet 36.6 41.3 38.8
SciBERT 44.3 42.2 43.2
BERTBase 48.1 39.1 43.1
BERTLarge 47.6 46.9 47.3

Table 4: The performances of models on validation set.
The highest scores of precision, recall, and F1-score
have been highlighted in the table respectively.

From Table 4, it can be observed that BERTLarge

outperforms all other models with the highest recall
and F1-score. As a result, we chose BERTLarge as
the model used in the final submission. Finally, the
result we received from the organizers was similar
to the performance on the validation set, which
is above the median. Although our recall is 17%
worse than the median recall, our precision is 68.1
(+19%) and our F1-score is 49.0 which is 7% higher
than the median F1-score.

3.4 Analysis
3.4.1 Comparison Between Models
We conducted the research on the learning effi-
ciency and the performance over 20 epochs of each
model, evaluating each time on the validation set.
The results of precision, recall, and F1-score for
each epoch are shown in Figure 1.

6https://github.com/chakki-works/
seqeval

These three plots show that the learning
efficiency of BERTLarge is very fast. When the
epoch is 2, precision, recall and F1-score for this
model reach about 35%, while the scores of other
models are only around 15% at this stage. In
addition, as shown in the plots, the performance of
BERTLarge is consistently better than other models
during training, which may benefit from its larger
pre-training dataset. However, it is surprising to
find that, unlike the curves of BioBERT, SciBERT
and BERTweet, the curves of BERTBase model are
relatively unstable, with some fluctuations.

3.4.2 Undersampling Experiments
Since BERTLarge was the best model in our ex-
periments, we separately finetuned BERTLarge for
10 epochs on each of the 5 undersampled datasets,
and compared the average scores for these 5 sub-
sets with the performance scores obtained without
undersampling. These results were also evaluated
on the validation set at the token level. The results
for undersampling are shown in Table 5. The aver-
aged F1-score for all the undersampled subsets is
significantly lower than the best performance. Al-
though we used all the positive data, it is possible
that the drastic reduction in the amount of nega-
tive data and the total training data has had a very
large impact on the results. Furthermore, randomly
sampling the negative examples changes the prior
distribution of the probability for the classifier. Due
to time constraints associated with the shared task
deadline, we were unable to try more advanced
heuristics to select the negative examples for the
undersampling, which is worth further exploring in
future work.

Model Precision Recall F1-score
Subset-data1 22.1 62.5 32.7
Subset-data2 24.7 60.9 35.1
Subset-data3 22.7 63.6 33.3
Subset-data4 25.4 68.8 37.1
Subset-data5 23.0 64.1 33.9
AVG of Subset-data 23.6 64.0 34.4
With all training data 47.6 46.9 47.3

Table 5: Results when training on 5 undersampled
datasets. Subset-data1 to Subset-data5 represent the 5
subsets that were randomly selected for experiment.

3.4.3 Performance Analysis
In order to conduct the research on the results we
received from the organizers, we compared the
annotated data for validation set provided by the or-
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Figure 1: F1-score, Precision and Recall for different models applied to the span detection task. The x-axis
represents epoch.

ganizers with the results predicted by BERTLarge.
This analysis revealed two primary causes why our
model did not receive higher scores. Firstly, the
number of true positives is relatively small. 87 an-
notations with label “ADE” were given in the val-
idation set, but after the prediction, only 60 ADE
mentions in the validation set (including true posi-
tive cases and false positive cases) were obtained.
In these 60 ADE mentions, 23 cases which we
only partially correctly predicted are also included,
which means that many true ADEs were not de-
tected (false negatives). Secondly, most of the ADE
mentions predicted by our models, which are not
annotated with label “ADE” in the validation set,
did not appear for no reason, but actually have been
annotated with label “ADE” in the training set. For
example, “nosleep”, which does not seem to have
any ambiguity, is marked as ADE in one tweet, but
not in another tweet, which might be due to the
differences in the contexts in which they are men-
tioned. For example, in some tweets, "nosleep"
appears in the tag "teamnosleep"; although it was
predicted as ADE mention after being tokenized, it
was not actually labeled as ADE by annotators.

4 Conclusion

In this work, we developed two systems based on
pre-trained Transformer-based models for multi-
ple health-related classification tasks and one span
detection task for the SMM4H 2021 shared tasks.
We experimented with different Transformer-based
model variants as well as sampling strategies and
applied an ensemble technique in the classifica-
tion tasks. The results of our submissions are over
the median F1-scores in all tasks except for Task
1a. Furthermore, our model achieved first place
in Task 4 and obtained a 7% higher F1-score than

the median in Task 1b. For future work, we will
investigate methods to improve the generalizability
of pre-trained Transformer-based models to deal
with various health-related expressions in social
media data.
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Abstract

This paper describes Kata.ai’s submission for
the Social Media Mining for Health (SMM4H)
2021 shared task. We participated in three
tasks: classifying adverse drug effect, COVID-
19 self-report, and COVID-19 symptoms. Our
system is based on BERT model pre-trained on
the domain-specific text. In addition, we per-
form data cleaning and augmentation, as well
as hyperparameter optimization and model en-
semble to further boost the BERT performance.
We achieved the first rank in both classify-
ing adverse drug effects and COVID-19 self-
report tasks.

1 Introduction

Over the years, social media has been used as a
massive data source to monitor health-related is-
sues (Weissenbacher et al., 2018, 2019; Klein et al.,
2020), such as flu trends (Achrekar et al., 2011;
Paul and Dredze, 2012), adverse drug effects (Co-
cos et al., 2017; Pierce et al., 2017), or viral dis-
ease outbreak such as the COVID-19 (Sarker et al.,
2020; Klein et al., 2021). In general, leveraging
massive self-reported data is considered useful for
supplementing the otherwise long and costly pro-
cess of clinical trials in obtaining a more compre-
hensive picture of the issue in hand.

Nevertheless, analyzing text data from social
media is challenging due to its noisy nature, which
stems from the prevalence of linguistic errors and
typos. In this work, we leverage BERT (Devlin
et al., 2018) to handle noisy text through domain-
specific pre-training, data cleaning, augmentation,
hyperparameter optimization, and model ensemble.
With this training pipeline, we achieved the best
performance in Social Media Mining for Health
(SMM4H) 2021 shared task (Magge et al., 2021)

Text Label
How is it that Vyvanse gives me dry mouth, but
I still produce this much saliva in my sleep? ADE
I need Temazepam and alprazolam.... Is there
any doctor can prescribe for me?? :/ NoADE

(a) Task 1a : Classification of adverse drug effect (ADE)
mentions in English tweets

Text Label
This girl in my class really had the
coronavirus, I’m booking an appointment with my
doctor for a check up 1
Read someone on facebook say she hopes the
coronavirus doesn’t come with the goods she
ordered online. Either way, you’re
quarantined from my facebook, you racist bitch! 0

(b) Task 5 : Classification of tweets self-reporting potential
cases of COVID-19

Text Label
Maybe they’ve been asked too early. I had
a total loss of smell and taste in week 3.
In week 1 I only had phantom smells
and that’s when you test positive. Self
My brother came home from Paris with a
sore throat and a fever and I know he gave
me coronavirus. I KNOW IT. Nonpersonal
Months after Covid-19 infection, patients
report breathing difficulty and fatigue
https://t.co/H3wcVLxL6y Lit-News

(c) Task 6 : Classification of COVID-19 tweets containing
symptoms

Table 1: Task data examples.

for classifying Adverse Drug Effect and COVID-19
self-report from Twitter text.

2 BERT Goes Brrr

We participated in 3 classification tasks: Task 1a
to classify the adverse drug effect (ADE), Task 5
to classify COVID-19 potential case, and Task 6 to
classify COVID-19 symptoms. The distribution of
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Task 1 Task 5 Task 6
Label Train Valid Label Train Valid Label Train Valid
ADE 1231 65 0 5439 594 Lit-News_mentions 4277 247
NoADE 16113 848 1 1026 122 Nonpersonal_reports 3442 180

Self_reports 1348 73
All 17344 913 All 6465 717 All 9067 500

Table 2: Distribution of datasets.

the datasets are given in Table 2. All tasks’ text data
are taken from Twitter, with some examples shown
in Table 1. More detailed information about the
dataset can be found in (Klein et al., 2021; Magge
et al., 2021).

We used BERT for all three tasks, implemented
with the Huggingface toolkit (Wolf et al., 2020).
For each task, we started off by fine-tuning the off-
the-shelf BERT-base (Devlin et al., 2018), which re-
sulted in a fairly good performance (Table 3). Then,
we improved by using domain-specific BERT in-
stead, then by performing data cleaning, data aug-
mentation, hyperparameter optimization, and fi-
nally model ensembling. Table 3 shows the F1-
Score improvement by incorporating each of those
techniques. Detailed experiments for each tech-
nique are in Section 3. Note that some techniques
are not used in certain tasks, specified by the dash
symbol on the table.

Among the 3 tasks, we achieved the best score
for Task 1a and Task 5. Our standing for Task 6 by
the time of this paper submission is currently un-
known. Still, our performance on Task 6 is above
the median, as seen in Table 4. We note that our
Task 1a performance on the test set drops signif-
icantly compared to its performance on the valid
set, indicating overfitting on the valid set. Unfor-
tunately, further analysis on the test set was not
feasible since the labels are not provided.

3 Improving BERT

In this section, we dissect each technique we intro-
duce to our submission model.

3.1 Baseline Model

BERT (Devlin et al., 2018) is a pretrained language
model based on the Transformer (Vaswani et al.,
2017). It is, alongside its many variants, the current
state-of-the-art for many NLP applications. It also
dominates the previous year’s SMM4H shared task
and comes out as the winning system (Klein et al.,
2020; Weissenbacher et al., 2019).

There are many BERT pre-trained models. To
have a good starting point, we explored several
pre-trained models. First, we compared gen-
eral BERT models such as DistilBERT, ALBERT,
BERT-base,1 and BERT-large.2 Then, knowing
that our datasets are tweets that potentially con-
tain medical terms, we explored some domain-
specific models: Bio-ClinicalBERT3 which is
trained on biomedical and clinical text (Alsentzer
et al., 2019), BERTweet4 which is trained on En-
glish tweets (Nguyen et al., 2020), and BERTweet-
Covid195 which is built by continuing the pre-
trained BERTweet using English tweets related to
COVID-19 (Nguyen et al., 2020). We found that
BERTweet-Covid19 gives the best result even in
the non-COVID-19 related data like Task 1’s ADE
(see Table 5).

We also considered another COVID-19 tweets
pretrained model, that is COVID-Twitter-BERT
(CT-BERT)6 (Müller et al., 2020). It is based
on the BERT-large model, while the BERTweet-
Covid19 is a BERT-base model. We found that
fine-tuning on this model using the recommended
hyperparameters is relatively unstable compared
to the BERTweet-Covid19 model, though it does
outperform it occasionally. As such, we used this
model in the later steps, that is, only with hyperpa-
rameter optimization and ensembling.

3.2 Data Cleaning

We focused on eliminating tokens that are potential
sources of bias. We found that masking Twitter
handles, URLs, emails, phone numbers, and money
yields the best results. In our experiments, masking
all numerical tokens produces worse results.

Furthermore, we also performed a routine
HTML tag cleanup, as well as hashtag expan-

1https://huggingface.co/bert-base-uncased
2https://huggingface.co/bert-large-uncased
3https://huggingface.co/emilyalsentzer/Bio_ClinicalBERT
4https://huggingface.co/vinai/bertweet-base
5https://huggingface.co/vinai/bertweet-covid19-base-uncased
6https://huggingface.co/digitalepidemiologylab/covid-twitter-bert
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Method
Valid F1-Score

Task 1a Task 5 Task 6
BERT-base model 70.87 73.03 98.27
+ Domain-specific BERT 79.14 74.60 98.55
+ Data Cleaning 82.93 77.64 98.87
+ Data Augmentation – 80.31 –
+ Hyperparameter Optimization 84.30 82.20 –
+ Model Ensembling (submitted system) 87.80 86.27 98.90

Table 3: Our system performance on valid set.

Task
Our Performance Median Performance

Standing
F1-Score Precision Recall F1-Score Precision Recall

Task 1a 0.54 0.603 0.489 0.44 0.505 0.409 1st place
Task 5 0.79 0.781 0.789 0.74 0.739 0.743 1st place
Task 6 0.94 0.944 0.944 0.93 0.932 0.932 -

Table 4: Our submitted system performance on test set, compared with the median performance.

Method Task 1a Task 5 Task 6
BERT-base 70.87 73.03 98.27
BERT-large 77.78 73.60 98.39
Bio-ClinicalBERT 68.97 68.57 97.33
BERTweet 75.76 71.09 98.55
BERTweet-Covid19 79.14 74.60 98.55

Table 5: Baseline on valid set. Task 1a: F1-Score for
the ADE class. Task 5: F1-Score for the "potential
case" class. Task 6: Macro F1-Score for all classes.

sion (e.g., “#SaveTheEarth” becomes “save the
earth”). To this end, we leveraged Ekphrasis (Bazi-
otis et al., 2017) tokenization and masking pipeline.
Finally, we performed emoji codification (e.g. into
:thumbsup:, :red_heart:, etc.) using the
python emoji package.7 The emoji codes are
treated as special tokens, following the configu-
ration of our chosen base models (Nguyen et al.,
2020; Müller et al., 2020).

Below are some data cleaning attempts that did
not improve our final model performance.

1. We handpicked some relevant Twitter handles
to keep unmasked (such as @WHO). We also
tried to pick top-n most frequent handles to stay
unmasked. Both did not yield better results.

2. We crawled the URLs to get their titles. Us-
ing a keyword-based extraction, we determine
whether the title is relevant to COVID-19, and
if so, we append the title to the end of the
tweet. This did not improve the performance
of our models.

3. We tried to fix grammatical and typography
informality (such as the use of contraction)
using Ekphrasis’s toolkit, which is based on

7https://pypi.org/project/emoji/

Norvig’s spell checker algorithm. This does
not provide better results, not even when using
BERT-base or BERT-large.

3.3 Data Augmentation
The provided training data is imbalanced: the num-
ber of positive class data is significantly less (Ta-
ble 2). Therefore, we tried 2 approaches to deal
with this issue, namely data oversampling and
class weighting. In data oversampling, we dupli-
cate the minority class training data. On the other
hand, class weighting simply increases the gradient
weight of the minority class.

Additional training data, including the synthetic
one, has been shown to improve the model perfor-
mance (Wei and Zou, 2019; Ma, 2019). Hence,
we also explored augmentation data by paraphras-
ing the training. We create paraphrases by using
round-trip translation (Mallinson et al., 2017): our
English dataset is translated into another pivot lan-
guage, then translated back into English. We’ve
tried different pivot languages as well as different
translation engines. Based on our manual judge-
ment, using Google Translate and German as the
pivot provides the best paraphrase.

Method Data size F1
BERTweet-Covid19 (Bc19) 6.5k 74.60
Bc19 + Class-weight 6.5k 75.20
Bc19 + Oversampling 10.5k 76.74
Bc19 + Paraphrase Aug. 12.9k 76.45
Bc19 + Class-weight + Paraphrase Aug. 12.9k 76.49
Bc19 + Oversampling + Paraphrase Aug. 21.1k 77.65

Table 6: Task 5 result on data augmentation
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Experimental results on data augmentation and
data balancing can be seen in Table 6. Our re-
sult shows that oversampling is better than class-
weighting for dealing with imbalanced training
data. Orthogonally, data augmentation can also im-
prove performance. The combination of both data
oversampling and data augmentation can increase
performance even higher. However, it should be
noted that the size of the training data has also
increased significantly.

Note that our baseline in this experiment is
BERTweet-Covid19 without data cleaning. On un-
cleaned raw input, we achieved F1-Score of 77.65,
as shown in Table 6. However, applying oversam-
pling + paraphrase augmentation on cleaned data
can further improve the F1-Score to 80.31.

Interestingly, Task 1a does not benefit from
data augmentation or data balancing. Furthermore,
adding extra training data from past years’ training
set does not help as well. Therefore, we only apply
data augmentation for Task 5.

3.4 Hyperparameter Optimization

Nowadays, it is common knowledge that optimiz-
ing hyperparameter can improve the performance
of machine learning algorithms (Kaur et al., 2020;
Yang and Shami, 2020; Fatyanosa and Aritsugi,
2020). Current research on the transformer (Mur-
ray et al., 2019; Zhang and Duh, 2020) also moving
towards hyperparameter optimization (HPO) as the
transformer models are susceptible on the chosen
hyperparameters (Murray et al., 2019).

The purpose of this section is to determine the best
hyperparameter combination of the baseline model
for Task 1a and Task 5. We did not optimize the
model for Task 6 as the results were already good.

HPO is a time-consuming task. Therefore, per-
forming manual HPO would be inefficient, and it is
advisable to utilize automatic optimization. There
are several well-known automatic HPO approaches.
In this paper, we only use bayesian HPO, specifi-
cally, the Tree-structured Parzen Estimator (TPE).

TPE selects the next possible combination of hy-
perparameters by building probabilistic models. To
simplify the search process of the best hyperparame-
ter combination, we employ the Hyperopt (Bergstra
et al., 2013) package. As stated in Section 3.1, we
also explored a stable and better hyperparameter
configuration for Covid-Twitter-BERT.

Table 7 shows all the optimized hyperparameters
and their ranges and values. The range for BS was

selected following the capabilities of our GPU. We
tried two optimizers: AdamW (Loshchilov and Hut-
ter, 2017) and AdaBelief (Zhuang et al., 2020). The
ranges for LR, EPS, and WD were selected based
on recommendation from (Zhuang et al., 2020).

Hyper-
parameter

Definition Range/Value

BS Batch size Min: 8, Max: 32
LR Learning rate Min: 1e-6, Max: 1e-4
OP Optimizer [‘AdamW’, ‘AdaBelief’]
EPS Epsilon Min: 1e-16, Max: 1e-8
WD Weight Decay Min: 0, Max: 1e-2

Table 7: Hyperparameter Range

We set the same random seed to 1 for our baseline.
In HPO experiments, we tried to open the possibility
of a better model by randomizing the seeds. This
assumption is based on several studies suggesting
that random seeds influence machine learning algo-
rithms (Madhyastha and Jain, 2019; Risch and Kres-
tel, 2020). It is important to note that the random
seeds were not tuned; instead, they were generated
randomly in each iteration of the TPE.

As predicted, HPO indeed increase the F1-Score
for Task 1a and Task 5 when training the base-
line model. After HPO, the results for Task 1a
increased by 1.65% and Task 5 increased by 2.35%
as shown in Table 3.

The HPO implementations for the two tasks
were executed in the same search space and the
same total number of iterations (100 iterations).
The visual comparison of the results is illustrated
in Figure 1. It shows that the optimal solution for
Task 1a is obtained after 87 iterations. Meanwhile,
Task 5 only needs 14 iterations. Although the faster
discovery of the best combination is preferable
in terms of execution time, this scenario can also
mean that the algorithm is stuck in local optima.

In terms of execution time, an average of 21 min
and 41 min were needed to finish an iteration for
Task 1a and Task 5, respectively. Note that the exe-
cution time may vary depending on the model and
the GPU. The HPO was implemented on NVIDIA
Tesla V100 GPU.

Owing to the validation data optimization, it is
predictable that HPO bias towards the validation
set. Consequently, the model shown strong over-
fitting, specifically for Task 1a, where the results
obtained are very far from the baseline results. The
next step to combat the overfitting is to employ
ensemble methods.
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Task
Hyperparameter

Model Best F1-Score
BS LR OP EPS WD

Task 1a 11 1.55E-05 AdamW 2.08E-09 0.002085 vinai/bertweet-covid19-base-cased 84.30
Task 5 19 5.21E-05 AdaBelief 5.10E-09 0.000421 digitalepidemiologylab/covid-twitter-bert 82.20

Table 8: HPO results

(a) Task 1a (b) Task 5

Figure 1: Visual comparison of HPO

3.5 Model Ensemble

Motivated by some past successful results (Chen
et al., 2019; Casola and Lavelli, 2020), we ensem-
bled some trained models on Task 1a and Task 5,
which are picked from the best performing HPO
models. In the implementation of the ensemble
technique, to predict the label of an instance, we
summed all of the chosen models’ probability score
and took the highest score as the label.

Typically, a model ensemble considers all of the
chosen models. However, our experiments showed
that this configuration does not produce the best
results for Task 1a (Table 9). We then proceeded
to perform an exhaustive search for every possible
combinations (that is, the power set) of the chosen
models.

Method Task 1a Task 5
Best HPO result 84.30 (1 model) 82.20 (1 model)
All Ensemble 82.71 (15 models) 83.40 (10 models)
Best Ensemble 87.81 (5 models) 86.28 (5 models)
Top-5 Ensemble 83.58 (5 models) 82.03 (5 models)

Table 9: Result of the model ensemble. All Ensem-
ble ensembles all handpicked models. Best Ensemble
ensemble the subset model of all handpicked models.
Top-5 Ensemble is the top five best model ensemble
result. The "n models" represents number of models
used to produce the result.

As shown in Table 9, we found the best ensemble
involves a subset of five models for both Task 1a
and Task 5. There is also a significant gap between
the performance of the best subset ensemble with
the full model ensemble for both tasks. Regard-
ing Task 1a’s “All Ensemble” worse performance,

we hypothesize that there might be some “noisy”
models among the chosen ones. While our exhaus-
tive search may alleviate this problem, it takes a
lot of time that also increases exponentially with
respect to the number of chosen models. We leave
optimizing this process as future work.

Interestingly, simply choosing the best-
performing models does not produce the best
ensembled model. As shown in Table 9, model
ensemble of the top-5 best F1 (“Top-5 Ensemble”)
performs worse than the “Best Ensemble”. In fact,
top-5 ensemble performed worse than a single
non-ensembled model from the best HPO result.

4 Conclusion

We describe our team submission for Social Media
Mining for Health Applications shared task 2021.
Our system achieved the best performance for clas-
sifying Adverse Effect mentions and self-reporting
potential cases of COVID-19 in English tweets.

Our system is based on BERT model. We ob-
serve improvement over the off-the-shelf BERT-
base from using domain-specific BERT, rigorous
data cleaning, data augmentation, hyperparameter
optimization, and model ensembling. Among those
techniques, we find that domain-specific BERT,
data cleaning, and model ensembling improve the
performance on all tasks, whereas data augmen-
tation and hyperparameter optimization are more
situational.

Overall, we obtain 17% and 13% improvement
on Task 1a and Task 5 respectively (Table 3). On
Task 6, we only obtain 0.6% improvement. This is
because we did not perform data augmentation and
hyperparameter optimization on this dataset, and
because the base model already returns a high score
of 98.27. We argue that these training pipelines can
be used to improve the performance of general text
classification tasks.
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Abstract

This work describes the participation of the
Universidad Autónoma de Chihuahua team at
the Social Media Mining for Health Applica-
tions (SMM4H) 2021 shared task. Our team
participated in Tasks 5 and 6, both focused
on the automatic classification of tweets re-
lated to COVID-19. Task 5 considered a bi-
nary classification problem, aiming to iden-
tify self-reporting tweets of potential cases of
COVID-19. On the other hand, Task 6 goal
was to classify tweets containing COVID-19
symptoms. For both tasks we used models
based on bidirectional encoder representations
from transformers (BERT). Our objective was
to determine whether a model trained on a cor-
pus from the domain of interest could outper-
formed one trained on a much larger general
domain corpus. Our F1 results were encour-
aging, 0.77 and 0.95 for Tasks 5 and 6 re-
spectively, having achieved the highest score
among all the participants in the latter.

1 Introduction

The Social Media Mining for Health Applications
(SMM4H) 2021 shared task aimed to address the
challenges presented in Natural Language Process-
ing (NLP) applied to text obtained from social net-
works, specifically Twitter, to gain medical insights
(Magge et al., 2021). This year’s SMM4H pro-
posed 8 different problems that involved classifica-
tion and Named Entity Recognition (NER) tasks.
Our team focused on Tasks 5 and 6, both dealing
with classification of COVID-19 related tweets in
different situations. We decided to approach this
problem with transformer-based models (Vaswani
et al., 2017), since they are considered state-of-the-
art in many NLP applications. Also, we hypothe-
sized that a model trained on domain specific texts
could performed better than one trained in a much
larger but general-domain corpus. To test our hy-
pothesis, we implemented two models that share
the same architecture but were trained on different

data sets; on the one hand, the large uncased ver-
sion of BERT (BERT-Large) (Devlin et al., 2018),
which is a model pretrained on a very large corpus
(Wikipedia), and, on the other hand, CT-BERT that
is a model based on BERT-Large but pretrained
on a smaller corpus of COVID-19 related tweets
(Müller et al., 2020).

2 Tasks Description

2.1 Task 5: Classification of tweets
self-reporting potential cases of
COVID-19

This is a binary classification task that involves
distinguishing tweets of potential cases of COVID-
19 (including situations that pose high risk of
contagion) annotated as "1", from those that do
not represent danger (annotated as "0"). Next, we
show a tweet example for each class (Klein et al.,
2021).

I think I have the coronavirus I’ve been coughing
nonstop all day and I feel really warm Label: "1"

With coronavirus we certainly need more doctors
and surgeons and nurses and sonographs and
radiologists, let them in, quick! Label: "0"

Table 1 shows the labels distribution over the
training, validation and test sets, as given by the
organizers. NA denotes that the corresponding
number is currently unknown.

Dataset "1" "0" #
Training 1,026 5,439 6,465
Validation 122 594 716
Test NA NA 10,000

Table 1: Distribution of labels over the training, valida-
tion and test sets for Task 5.
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2.2 Task 6: Classification of COVID-19
tweets containing symptoms

This task is a three-way classification problem
where the target classes are self_reports, non-
personal_reports and literature/news_mentions.
Self reports are personal mentions where the user
describes his/her own symptoms. Nonpersonal
reports are tweets where the user describes
symptoms that other people experience. In
addition, literature/news mentions are tweets
coming from news articles or other sources that
describe medical symptoms. Next, we show a
tweet example for each class; then, Table 2 shows
the labels distribution over the dataset.

In a study done in Milan, Italy, 402 Covid-19
patients were surveyed after being discharged.
28% showed symptoms of PTSD, 31% suffered
from depression, 40% had insomnia, amp; 42%

had anxiety. Overall, 56% of participants
manifested at least one mental disorder following

the disease. Label: "Lit-News_mentions"

@mention My wife takes 3 subway and a bus one
way to reach her downtown office. She started
having erratic fever and slight cough in past 3

days. She also travelled from India on 18th
January via Germany and London. Does is qualify

for a covid-19 test? Label:
"Nonpersonal_reports"

Agreed! My covid19 was considered mid-level I
wouldn’t wish what I went through on my worst

enemy. 1st symptoms March 19th - STILL
RECOVERING!!! #longtailcovid Label:

"Self_reports"

Dataset LitNews NonP Self R #
Training 4,277 3,442 1,348 9,067
Validation 247 180 73 500
Test NA NA NA 6,500

Table 2: Distribution of labels over the training, valida-
tion and test sets for Task 6.

3 Our approach

For both tasks we implemented models based on
the deep neural transformer architecture (Vaswani

et al., 2017), since they have achieved state-of-
the-art (SOTA) results in several NLP tasks. We
studied the impact of fine-tuned BERT Large
and CT-BERT pretrained models (Devlin et al.,
2018)(Müller et al., 2020). For both models we
employed the Pytorch implementation available
from the HuggingFace library (Wolf et al., 2020).

3.1 Model Architecture
Figure 1 shows the general architecture shared by
the two used models. It follows a standard design
for sentence classification tasks using BERT, which
considers the hidden state h of the final layer over
the special token [CLS] as the full representation of
the input sequences, and on top of this a classifier.
The classifier head consists of a fully-connected
layer with dropout probability of 0.1, 1024 input
units, with 2 output units for Task 5 and 3 units for
Task 6, followed by a softmax activation function
to predict the class probability given the hidden
state representation.

Figure 1: General model architecture

4 Experimental Setup

In this section we describe the training process for
the two models in both tasks.

4.1 Data Preprocessing
All tweets in both tasks were preprocessed with the
following operations1:

• Replace @usernames with a "user" token.

• Replace multiple occurrences of the "user" to-
ken with "n user", where n denotes the number
of times the "user" token appears in the tweet.

1https://github.com/digitalepidemiologylab/covid-twitter-
bert/tree/master/utils
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• Replace URLs with a "url" token.

• Replace multiple occurrences of the "url" to-
ken with "n url", where n denotes the number
of times the "url" token appears in the tweet.

• Convert emojis to their text aliases using the
emoji library2.

• Standardize text to ASCII representation. Us-
ing the Unidecode library3, we removed all
unicode symbols, punctuation and accented
characters.

• Lowercase all the text.

4.2 Fine-tuning of models
In both tasks the models were fine-tuned with the
Optuna framework (Akiba et al., 2019) using a ran-
dom search approach by trying 10 different com-
binations for each model in each task. The search
space described in Table 3 was defined so that the
range of values stay close to the recommended val-
ues for BERT4.

Weight Decay LR Epochs
0 - 0.3 1e-5 - 5e-5 1 - 4

Table 3: Hyper parameter search space

For Task 5, the best performing hyper parame-
ter set according to the F1 score in the validation
set was used in both models: 0.1328 weight de-
cay, 3.154e-5 learning rate and 3 epochs. For Task
6 the values selected were 0.1423 weight decay,
3.278e-5 learning rate and 3 epochs for both mod-
els. Furthermore, the models for both tasks were
trained over the concatenation of the training and
validation sets for the final submission.

4.3 Results
Performance was measured using precision, recall
and macro F1 metrics. Tables 4 and 5 show the per-
formance attained in the test and validation sets of
Task 5 and 6 respectively. Results in the validation
and test sets of Task 5 were better for the CT-BERT
model by a large margin, whilst for Task 6 both
models achieved a high score with a small differ-
ence between them. CT-BERT outperformed both
the BERT and the median submission score of all
participants in the test set in both tasks achieving
the highest score of all systems in Task 6.

2https://pypi.org/project/emoji/
3https://pypi.org/project/Unidecode/
4https://github.com/google-research/bert

System Data F1 P R
BERT Val 0.82 0.83 0.81
CT-BERT Val 0.89 0.89 0.90
BERT Test 0.68 0.71 0.65
CT-BERT Test 0.77 0.76 0.77
Median Test 0.74 0.73 0.74

Table 4: Results on test and validation data for Task 5

System Data F1 P R
BERT Val 0.99 0.99 0.99
CT-BERT Val 0.98 0.98 0.98
BERT Test 0.94 0.93 0.93
CT-BERT Test 0.95 0.94 0.94
Median Test 0.93 0.93 0.93

Table 5: Results on test and validation data for Task 6

5 Discussion

The training set for Task 5 was unbalanced, approx-
imately at a ratio of 1:5 for classes "1" and "0".
During experimentation an attempt was made to
balance the classes to see if this would improve
the results, but this approach was abandoned as
the metrics dropped considerably. Also, it was ob-
served that data preprocessing had a greater impact
than hyper parameter search on the models for both
tasks.

We analyzed the errors on the validation set in
Task 5 for both models. The BERT model misla-
beled 60 tweets vs 44 for CT-BERT, with 27 errors
in common. Next we show two tweets that both
models wrongly predicted:

• i cough once and people think i have the coro-
navirus. Predicted = 1, True label = 0

• I legit feel super sick to my stomach and re-
ally weak hopefully I’m not dying from coron-
avirus. Predicted = 0, True label = 1

Data in Task 5 showed that tweets labeled as
"1" contain more mentions of the words "i", "got",
"cough" and other symptoms compared to the
tweets labeled as "0". While analyzing the com-
mon errors in both BERT and CT-BERT on the
validation set, we discovered that "0" tweets that
included these words were often misclassified as
"1". On the other hand, in the validation set of Task
6 the BERT model mislabeled 4 tweets vs 9 tweets
for CT-BERT, with only 3 errors in common. The
following are two examples of errors made by our
model.
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• @user Hi @user. The symptoms of Covid-19
are similar to that of a common cold or flu.
These symptoms are: fatigue, fever, coughing,
stuffy nose, sore throat or diarrhea. Seek med-
ical attention if you, your child or family mem-
ber show any of these signs. url. Predicted
= Lit-News, True label = Nonpersonal Re-
ports

• @user1 @user2 @user3 @user4 @user5
@user6 @user7 @user8 @user9 Man life is
full of tortures. Has everyone with covid19
shown excessive damage in India? It is the
opposite. 80% are asymptomatic. 10% have
fever and 5% require medical supervision and
rest need oxygen support. No need to panic..
Predicted = Nonpersonal Reports, True la-
bel = Lit-News

All errors in the validation set were misclassi-
fications between the Lit-News and Nonpersonal
Reports labels, where the model struggles to dif-
ferentiate between the size of the audience of the
tweet. In addition, tweets written in an impersonal
style tend to be classified as News, whereas tweets
written in first person tend to be classified as Non-
personal or Self Reports.

6 Conclusions and future work

Transfer learning has shown to achieve above av-
erage results for various NLP tasks, where domain
specific models can attain better results even if they
were trained with less data than a general domain
model. Based on the results obtained, we conclude
that a model trained with quality domain-specific
data (CT-BERT) can outperform a model trained
with a much larger amount of general domain data
(BERT).

In the experimental stage we also considered the
BioBERT model, which was trained on a medical
corpus (Lee et al., 2019), but it was not possible due
to time constraints. Thus, we envision a potential
future work to further compare the reach of several
domain-specific models in the prediction of social
media posts that could embed Covid-19 infection
risk information.

Based on the error analysis, we plan to further
improve our models’ performance by considering
wide & deep learning techniques (Cheng et al.,
2016), which help to enhance their generalization
ability by adding other types of features through
the wide branch.
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Abstract
This shared task system description depicts
two neural network architectures submitted to
the ProfNER track, among them the winning
system that scored highest in the two sub-
tasks 7a and 7b. We present in detail the ap-
proach, preprocessing steps and the architec-
tures used to achieve the submitted results, and
also provide a GitHub repository to reproduce
the scores. The winning system is based on a
transformer-based pretrained language model
and solves the two sub-tasks simultaneously.

1 Introduction

The identification of professions and occupations in
Spanish (ProfNER1, Miranda-Escalada et al. 2021)
is part of the Social Media Mining for Health Appli-
cations (SMM4H) Shared Task 2021 (Magge et al.,
2021). Its aim was to extract professions from so-
cial media to enable characterizing health-related
issues, in particular in the context of COVID-19
epidemiology as well as mental health conditions.

ProfNER was the seventh track of the task and
focused on the identification of professions and
occupations in Spanish tweets. It consisted of two
sub-tasks:

• task 7a: In this binary classification task, par-
ticipants had to determine whether a tweet
contains a mention of occupation, or not.

• task 7b: In this Named Entity Recognition
(NER) task, participants had to find the begin-
ning and end of occupation mentions and clas-
sify them into two categories: PROFESION
(professions) and SITUACION_LABORAL
(working status).

2 Our approach

We submitted two systems to each of the tasks
described above, which share the same basic struc-
ture:

1https://temu.bsc.es/smm4h-spanish/

• a backbone model that extracts and contextu-
alizes the input features

• a task head that performs task specific opera-
tions and computes the loss

In the backbone of both systems we take advantage
of pretrained components, such as a transformer-
based language model or skip-gram word vectors.
The task head of both systems is very similar in
that it solves task 7a and 7b simultaneously, and
returns the sum of both losses.

For the first system we aimed to maximize the
metrics of the competition with the constraint of
using a single GPU environment. For the second
system we tried to maximize the model’s efficiency
with respect to the model size and speed while
maintaining acceptable performance.

Both systems were designed and trained using
biome.text2, a practical NLP open source library
based on AllenNLP3 (Gardner et al., 2017) and
PyTorch4 (Paszke et al., 2019).

2.1 Preprocessing

In a first step we transformed the given brat5 an-
notations of task 7b to commonly used BIO NER
tags(Ratinov and Roth, 2009). For this we used
spaCy6 (Honnibal et al., 2020) and a customized
tokenizer of its "es_core_news_sm" language
model, to make sure that the resulting word tokens
and annotations always aligned well. In this step
we excluded the entity classes not considered dur-
ing evaluation. The same customized tokenizer was
used to transform the predicted NER tags of our
systems back to brat annotations during inference
time.

2https://www.recogn.ai/biome-text
3https://allennlp.org/
4https://pytorch.org/
5http://brat.nlplab.org
6https://spacy.io/
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tweet ID word tokens NER tags classification label
1242604595463032832 [El, alcalde, ...] [O, B-PROFESION, ...] 1
1242603450321506304 [", Trump, decide, ...] [O, O, O, ...] 0

... ... ... ...

Table 1: Example of the format of our input data. NER tags are provided in the BIO encoding scheme.

To obtain the input data for our training pipeline,
we added the tweet ID and the corresponding clas-
sification labels of task 7a to our word tokens and
NER tags (see Table 1 for an example).

No data augmentation or external data was used
for the training of our systems.

2.2 System 1: Transformer

In our first system, the backbone model con-
sists of a transformer-based pretrained language
model. More precisely, we use BETO, a BERT
model trained on a big Spanish corpus (Cañete
et al., 2020), which is distributed via Hugging
Face’s (Wolf et al., 2019) Model Hub7 under the
name "dccuchile/bert-base-spanish-
wwm-cased". For its usage we further tokenize
the word tokens into word pieces with the corre-
sponding BERT tokenizer, which also introduces
the special BERT tokens [CLS] and [SEP] (De-
vlin et al., 2019). Since some of the word tokens
cannot be processed by the tokenizer and are simply
ignored (e.g. the newline character "\n"), we re-
place those problematic word tokens with a dummy
token "æ", which is not ignored, and that allows the
correct transformation of NER tags to brat annota-
tions at inference time. The output sequence of the
transformer is then passed on to the task head of
the system.

In the task head we first apply a non-linear tanh
activation layer to the [CLS] token, which we ini-
tialize with its pretrained weights (Devlin et al.,
2019), before obtaining the logits of a linear clas-
sification layer that solves task 7a. The classifica-
tion loss is calculated via the Cross Entropy loss
function. To solve task 7b, we need to bridge the
difference between the word piece features and pre-
dictions at a the level of word tokens. For this, we
follow the approach of Devlin et al. (2019) who use
a subword pooling in which the first word piece of
a word token is used to represent the entire token,
excluding the special BERT tokens. After the sub-
word pooling we apply a linear classification layer
and a subsequent Conditional Random Field (CRF)

7https://huggingface.co/models

parameter search space
learning rate loguniform(5e-6, 1e-4)
weight decay loguniform(1e-3, 1e-1)
warm-up steps randint(0, 200)
batch size choice([8, 16])
num epochs choice([3, 4, 5])

Table 2: List of hyperparameters tuned during training.
Search spaces define valid values for the hyperparame-
ters and how they are sampled initially. They are pro-
vided as Ray Tune search space functions.

model that predicts a sequence of NER tags.

2.2.1 Training
For the parameter updates we used the AdamW al-
gorithm (Loshchilov and Hutter, 2019) and sched-
ule the learning rate with warm-up steps and a
linear decay afterwards. We optimized the training
parameters listed in Table 2 by means of the Ray
Tune library8 (Liaw et al., 2018) which is tightly
integrated with biome.text. Our Hyperparameter
Optimization (HPO) consisted of 50 runs (see Fig-
ure 1) using a tree-structured Parzen Estimator9

as search algorithm (Bergstra et al., 2011) and the
ASHA trial scheduler to terminate low-performing
trials (Li et al., 2018). The reference metric for
both algorithms was the overall F1 score of task 7b.
The HPO lasted for about 6 hours on a g4dn.xlarge
AWS machine with one Tesla T4 GPU.

We took the best performing model of the HPO,
performed a quick sweep across several random
seeds for the initialization10 and finally employed
the best configuration to train the system on the
combined train and validation data set.

In further experiments, we tried to improve the
validation metrics by switching to BILOU tags
(Ratinov and Roth, 2009) or by including the entity
classes not considered for the final evaluation, but
could not find any significance differences.

8https://docs.ray.io/en/master/tune/
9https://github.com/hyperopt/hyperopt

10In hindsight, it would have been better to perform this
sweep before the HPO and include the best performing random
seeds in the HPO itself.
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Figure 1: Distribution of the hyperparameters during the HPO for system 1. In total we executed 50 trials using
a tree-structured Parzen Estimator as search algorithm and the ASHA trial scheduler to terminate low-performing
trials early. The trial with the highest F1 NER score had a batch size of 8, a learning rate of 3.03e-05, a weight
decay of 1.79e-3, was trained for 4 epochs and had 49 warm-up steps.

2.3 System 2: RNN

In our second system, the backbone model extracts
word and character features, and combines them
at a word token level. For the word feature we
start from a cased version of skip-gram word vec-
tors that were pretrained on 140 million Spanish
tweets11. We concatenate these word vectors with
the output of the last hidden state of a bidirectional
Gated Recurrent Unit (GRU, Cho et al., 2014) that
takes as input the lower cased characters of a word
token. These embeddings are then fed into another
larger bidirectional GRU, where we add contextual
information to the encoding, and whose hidden
states are passed on to the task head of the system.

In the task head we pool the sequence by means
of a bidirectional Long short-term memory (LSTM,
Hochreiter and Schmidhuber, 1997) unit and pass
the last hidden state to a classification layer to
solver task 7a. The classification loss is calculated
via the Cross Entropy loss function. To solve task
7b, we pass each embedding from the backbone
sequence through a feedforward network with a
linear classification layer on top. The outputs of
the classification layer are fed into a CRF model
that predicts a sequence of NER tags.

The architectural choice of using GRU or LSTM
units was solved via an HPO as described in the
following training subsection.

2.3.1 Training
For the parameter updates we apply the same opti-
mization algorithm and learning rate scheduler as
for system 1. The comparatively small size of sys-

11https://zenodo.org/record/4449930

Backbone
Word feature 300 dim, pretrained word vectors
Char feature 64 dim char vectors pooled by a GRU

(bidirectional, 1 layer, 64 hidden size)

Backbone GRU
encoder (bidirectional, 1 layer, 512 hidden size)

Task Head
Classification LSTM
pooler (bidirectional, 1 layer, 64 hidden size)

Feedforward 1 layer, 128 hidden size

Table 3: Details of our best RNN architecture.

tem 2 allowed us to perform extensive HPOs, not
only for the training parameters but also for the ar-
chitecture, and to some extent Neural Architecture
Searches (NAS).

In a first optimization run of 200 trials, we al-
lowed wide ranges for almost all hyperparameters
and tried out different RNN architectures, that is ei-
ther LSTMs or GRUs. An example of a clearly pre-
ferred choice are the word embeddings pretrained
with a skip-gram model over the ones pretrained
with a a CBOW model (Mikolov et al., 2013). In a
second run, we fixed obviously preferred choices
and narrowed down the search spaces to the most
promising ones.

For both HPO runs we applied the same search
algorithm and trial scheduler as for system 1, and
proceeded the same way to obtain the submitted
version of system 2.

The resulting best RNN architecture is detailed
in Table 3.
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System F1 Test F1 Test F1 Valid. F1 Valid. Model size Inference time∗
(task 7a) (task 7b) (task 7a) (task 7b) (nr of params) (for 1 prediction)

1: Transformer 0.93 0.839 0.92 0.834 ∼ 1.1× 108 24.5 ms ± 854 µs
2: RNN 0.88 0.764 0.85 0.731 ∼ 1.5× 107 3.7 ms ± 103 µs

Table 4: Results for the two systems. Test results are provided with the systems trained on the combined training
and validation data set, while the validation metric is taken from the best performing HPO trial. System 1 was the
winning system in both ProfNER sub-tracks, while system 2 still scored above the arithmetic median of 0.85 and
0.7605 in both tasks.
∗Mean value, computed on an i7-9750 H CPU with 6 cores.

3 Results

Table 4 presents the evaluation metrics of
both systems on the validation and the test
data sets, as well as the model size and its
inference speed. With system 1 we man-
aged to score highest on both ProfNER 7a
and 7b sub-tracks (F1:0.93/P:0.9251/R:0.933 and
F1:0.839/P:0.838/R:0.84, respectively), with an
average of 8 points above the arithmetic me-
dian of all submissions. The much smaller
and faster (by a factor of ∼ 7) system
2 still manages to score above the compe-
titions median (F1:0.88/P:0.9083/R:0.8553 and
F1:0.764/P:0.815/R:0.718, respectively), but per-
forms significantly worse when compared to sys-
tem 1.

We find a clear correlation between the classifi-
cation F1 score and the F1 score of the NER task
in our HPO runs, which signals that the feedback
loop between the two tasks is in general beneficial
and advocates solving both tasks simultaneously.

When comparing system 1 and 2, it seems that
the amount of training data provided to the RNN
architecture was not sufficient to match the trans-
fer capabilities of the pretrained transformer, even
with dedicated architecture searches and extensive
hyperparameter tuning. This is corroborated by the
fact that adding the validation data to the training
data led to a clear performance boost for system
2, while the performance of system 1 stayed al-
most the same (compare the F1 Test and Validation
metrics for task 7b in Table 4).

A possible path to improve system 1, which
was not pursued due to time constraints, could be
the inclusion of the gazetteers provided during the
ProfNER track. We consider this path especially
promising given the fact that the precision was al-
ways lower than the recall for both tasks.

We conclude that the exploitation of the trans-
fer capabilities of a pretrained language model and

its optimized fine tuning to the target domain, pro-
vides an conceptually easy system architecture and
seems to be the most straight forward method to
achieve competitive performance, especially for
tasks where training data is scarce.

To help to reproduce our results, we provide a
GitHub repository at https://github.com/
recognai/profner.
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Abstract

ProfNER-ST focuses on the recognition of pro-
fessions and occupations from Twitter using
Spanish data. Our participation is based on
a combination of word-level embeddings, in-
cluding pre-trained Spanish BERT, as well as
cosine similarity computed over a subset of
entities that serve as input for an encoder-
decoder architecture with attention mecha-
nism. Finally, our best score achieved an F1-
measure of 0.823 in the official test set.

1 Introduction

During situations of risk, such as the Covid-19 pan-
demic, detecting vulnerable occupations, be it due
to their risk of direct exposure to the threat or due to
mental health issues associated with work-related
aspects, is critical to prepare preventive measures.
These occupations can be detected through the anal-
ysis of tweets since Twitter has become a very use-
ful tool to find reliable information. Due to the ex-
ponential growth of the use of this social network,
natural language processing (NLP) techniques have
become a crucial tool for unlocking this critical in-
formation.

This paper describes the participation of our
team in ProfNER-ST (Miranda-Escalada et al.,
2021b) challenge, 7b subtrack of the sixth Social
Media Mining for Health Applications (SMM4HA)
(Magge et al., 2021), which focuses on the recog-
nition of professions and occupations from Twitter
using Spanish data.

The core of the proposed system is based on an
encoder-decoder architecture with attention mecha-
nism successfully applied previously (Ali and Tan,
2019) for temporal expression recognition. This
system combines several neural network architec-
tures for the extraction of characteristics at a con-
textual level and a CRF for the decoding of labels.
The proposed system reach a F1 score of 0.823.

2 Methods and system description

2.1 Pre-processing
We pre-process the text of the clinical cases tak-
ing into account different steps. First, the corpus
are clean from urls. Secondly, the tweets are split
into tokens using Spacy1, an open-source library
that provides support for texts in several languages,
including Spanish. Finally, the text and its annota-
tions are transformed into the CoNLL-2003 format
using the BIOES schema (Ratinov and Roth, 2009).

2.2 Features
• Words: Two different 300 dimensional rep-

resentations based on pre-trained word em-
beddings has been used with FastText (Bo-
janowski et al., 2016). Both have been
selected for their contribution of domain-
specific knowledge since the former have
been generated from Spanish medical cor-
pora (Soares et al., 2020) and the latter have
been trained with Spanish Twitter data re-
lated to COVID-19 (Miranda-Escalada et al.,
2021a). Contextual embeddings generated
with a fine-tuned BETO (Cañete et al., 2020)
model are also included, as these word rep-
resentations are dynamically informed by the
surrounding words improving performance.

• Part-of-speech: This feature has been consid-
ered due to the significant amount of informa-
tion it offers about the word and its neighbors.
It can also help in word sense disambigua-
tion. The PoS-Tagging model used was the
one provided by the Spacy. An embedding
representation of this feature is learned during
training, resulting in a 40-dimensional vector.

• Characters: We also add character-level em-
beddings of the words, learned during train-

1https://spacy.io/
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ing and resulting in a 30-dimensional vector.
These have proven to be useful for specific-
domain tasks and morphologically-rich lan-
guages.

• Syllables: Syllable-level embeddings of the
words, learned during training and resulting
in a 75-dimensional vector is also added. Like
character-level embeddings, they help to deal
with words outside the vocabulary and con-
tribute to capturing common prefixes and suf-
fixes in the domain and correctly classifying
words.

• Cosine Similarity: The BETO embeddings
of the entities found in the training and valida-
tion set are used to calculate the cosine sim-
ilarity between the BETO representation of
the word to be analyzed, since previous work
(Büyüktopaç and Acarman, 2019) has shown
that could help to improve the results on data
extracted from Twitter. This information is
encoded as a 3717-dimensional vector.

2.3 Architecture
In the proposed system, shown in Figure 1, the
character and syllable information is previously
processed by a convolutional and global max pool-
ing block, to be concatenated with the rest of the in-
put features to serve as input to an encoder-decoder
architecture with attention mechanism. The context
vector as well as decoder outputs feeds a fully con-
nected dense layer with tanh activation function.
The last layer (CRF optimization layer) consists of
a conditional random fields layer selected due to
the ability of the layer to take into account the de-
pendencies between the different labels. The output
of this layer provides the most probable sequence
of labels.

The system has been developed in python
3 (Van Rossum and Drake, 2009) with Keras 2.2.4
(Chollet et al., 2015) and Tensorflow 1.14.0 (Abadi
et al., 2016).

3 Results

During experimentation our team apply the stan-
dard measures, precision, recall, and micro-
averaged F1-score, to evaluate the performance
of our model.

While the training set (Miranda-Escalada et al.,
2020) was used for training the model, the develop-
ment set was exploited to hyperparameter fine tun-
ing. In the prediction stage, we combined both sets

Figure 1: Architecture of the proposed model for pro-
fession and occupations recognition.

to training the model. The detailed hyper-parameter
settings are illustrated in Table 1 ‘Opt.’ denotes op-
timal.

Parameters Tuned range Opt
Train batch size [8, 32, 64] 32
Epoch number [2,3,4,5,6] 4

Dropout [0.4, 0.5] 0.4
Max Seq Length [50, 75, 100] 75

Learning rate [0.01, 0.001, 0.0001] 0.001
Optimizer - Adam

Table 1: Hyper-parameters details.

With the optimal parametric configuration ob-
tained during the experimentation, the model ob-
tains the results shown in the Table 2.

Precision Recall F-1 Score
Validation 0.893 0.753 0.817

Test 0.883 0.77 0.823

Table 2: Final results obtained in the competition.

4 Conclusion

In these working notes we describe our proposed
system based on an encoder-decoder architecture
with an attention mechanism powered by a combi-
nation of word embeddings that include pre-trained
fine-tuned Spanish BERT embeddings.

Future work would explore different Data Aug-
mentation techniques as well as other entities in-
formation, as companies or organizations, which
could contain important information related to oc-
cupations.
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Abstract

This is the system description of the CA-
SIA_Unisound team for Task 1, Task 7b, and
Task 8 of the sixth Social Media Mining for
Health Applications (SMM4H) shared task
in 2021. To address two shared challenges
among those tasks, the colloquial text and the
imbalance annotation, we apply customized
pre-trained language models and propose var-
ious training strategies. Experimental results
show the effectiveness of our system. More-
over, we got an F1-score of 0.87 in task 8,
which is the highest among all participates.

1 Introduction

Enormous data in social media has drawn much
attention in medical applications. With the rapid
development of health language processing, effec-
tive systems in mining health information from
social media were built to assist pharmacy, diag-
nosis, nursing, and so on (Paul et al., 2016) (Yang
et al., 2012) (Zhou et al., 2018).

The health language processing lab at the Uni-
versity of Pennsylvania organized the Social Media
Mining for Health Applications (SMM4H) shared
task 2021 (mag), which provided an opportunity for
fair competition among state-of-the-art health in-
formation mining systems customized in the social
media domain. We participated in task 1, subtask b
of task 7, and task 8.

Task 1 consists of three subtasks in a cascade
manner: (1) identifying whether a tweet mentions
adverse drug effect; (2) mark the exact position

* Equal contribution.
† Works are done during internship at National Labora-

tory of Pattern Recognition, Institute of Automation, Chinese
Academy of Sciences.

that mentions ADE in the tweet; (3) normalization
ADE mentions to standard terms. Subtask b of task
7 (Miranda-Escalada et al., 2021) is designed to
identify professions and occupations (ProfNER)
in Spanish tweets during the COVID-19 outbreak.
Task 8 is targeting the classification of self-reported
breast cancer posts on Twitter.

The ubiquitous two challenges of all the
SMM4H shared tasks are (1) how to properly
model the colloquial text in tweets; (2) avoid predic-
tion bias caused by learning from unbalanced anno-
tated data. The tweet’s text, mixing with informal
spelling, various emojis, usernames mentioned, and
hyperlinks, will hinder the real semantic compre-
hension by a common pre-trained language model.
Meanwhile, medical concepts are imbalanced in
the real world due to the imbalanced morbidity
of various diseases, and this phenomenon is also
reflected in social media data. Training with im-
balanced data will induce the model to pay much
attention to the major classes and neglect the tail
classes, which hinders the model’s robustness and
generalization.

To address the challenges above, we utilize a
language model pre-trained on tweet data as the
backbone and introduce multiple data construction
methods in the training process. In the following,
we will describe our methods and corresponding
experiments for each task separately. At last, we
summary this competition and discuss future direc-
tions.

2 Task 1: English ADE Tweets Mining

Adverse drug effect (ADE) is among the leading
cause of morbidity and mortality. The collection of
those adverse effects is crucial in prescribing and
new drug research.
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Tweet MedDRA Term
vyvanse completely gets rid of my
appetite. not quite sure how to feel
about this.

10003028
appetite lost

Table 1: An example of tweets labeled ADE in Task 1.
The ADE span is colored red, and the corresponding
MedDRA term id is 10003028.

This task’s objective is to find the tweet contain-
ing ADE, locate the span, and finally map the span
to concepts in standard terms.

2.1 Classification

The goal of this subtask is to distinguish whether a
tweet mentions adverse drug effects. As shown in
Table 1, "rid of my appetite" is an ADE mention,
so this tweet is labeled on "ADE". In this dataset,
the training set consists of 17385 tweets (16150
NoADE and 1235 ADE tweets), the validation set
consists of 914 labeled tweets (849 NoADE and
65 ADE tweets), and the test set consists of 10984
tweets. Since only about 7% of the tweets contain
ADEs, we target this class imbalance issue with a
customized pseudo data construction strategy.

2.1.1 Method
Pseudo Data: A human may differentiate ADE
tweets by some complaints trigger words like verb
"feel" "think" or some negative sentiment words
like "gets rid of", but a more precise way is dis-
cerning ADE mention. The mention in the tweet
indicating ADE is a colloquial MedDRA term, and
they express the same semantic. We construct ADE
tweet for training in two ways: (1) randomly in-
serting the text description of a standard term in a
tweet; (2) regarding the text description of a stan-
dard term as an ADE tweet. With those pseudo
training data, a model should pay more attention
to ADE mention in a tweet and more robust to
diversified and unseen context.

Model: We apply the BERTweet (Nguyen et al.,
2020), a RoBERTa (Liu et al., 2019) language
model pre-trained on Twitter data, to encode tweet
text and make a binary prediction according to the
corresponding pooling vector.

2.1.2 Experiments
We set the batch size to 32 and using AdamW
(Loshchilov and Hutter, 2018) optimizer for opti-
mizing. For BERTweet parameters, we set a learn-
ing rate of 3e-5, the weight of L2 normalization is
0.01; for other parameters, we set the learning rate

Model Precision Recal F1
Ours 0.592 0.417 0.49
Ours w/o pseudo data 0.552 0.325 0.41
Average scores 0.505 0.409 0.44

Table 2: Results on the SMM4H Task 1a test set.

to 3e-4, the weight of L2 normalization is 0. We
finetune all models using 5-fold cross-validation
on the training set for 50 epochs. The amount
of pseudo data is equal to 85.80% of the origin
training data to balance the two classes. The exper-
imental results are shown in Table 2, and indicate
the advantage of our data construction strategies.

2.2 Extraction

This subtask aims to extract ADE entities from En-
glish Twitter texts containing ADE. The dataset
includes training set, validation set, and test set
containing 17385, 915, and 10984 tweets respec-
tively. The proportion of tweets involving ADE
mentions in the training set and the validation set
is about 7.1%.

2.2.1 Method
Preprocessing: To reflect real semantic properly,
we preprocess tweets in customized manners. (1)
Since most user names are outside the vocabulary,
We change all user names behind @ to "user". (2)
There are some escape characters in the Twitter
text, such as "&quot;", "&amp;", "&lt;", "&gt;",
and we replace them with the original characters:
""", "&", "<", ">" respectively.

Training: During the training stage, We use
a five-fold cross-training fusion system, which in-
clude 7 different pre-training models. We ensemble
them through average weighted voting to weaken
the fluctuations of performance of single model.

Model: We use seven pre-training mod-
els: bertweet-base, bertweet-covid19-base-cased,
bertweet-covid19-base-uncased, bert-base-cased,
bert-base-uncased, bert-large-cased, and bert-large-
uncased.

2.2.2 Experiments
The models we choose and their learning rates are
shown in Table 3. Each model has two learning
rates, the former is the learning rate of BERT, and
the latter is the learning rate of BiLSTM(Ma and
Hovy, 2016)+CRF(Lafferty et al., 2001). Each
BERT model is finetuned for 50 epochs with
the dropout (Srivastava et al., 2014) of 0.3 using
AdamW (Loshchilov and Hutter, 2018) optimizer.

78



Model Learning Rate
bertweet-base+BiLSTM+CRF [5e-5, 5e-3]
bertweet-covid19-base-cased+

BiLSTM+CRF [5e-5, 5e-3]
bertweet-covid19-base-uncased+

BiLSTM+CRF [5e-5, 5e-3]
bert-base-cased+BiLSTM+CRF [5e-5, 5e-3]

bert-base-uncased+BiLSTM+CRF [4e-5, 4e-3]
bert-large-cased+CRF [1e-5, 1e-3]

bert-large-uncased+CRF [7e-6, 7e-4]

Table 3: Implementation details of our models of the
SMM4H Task 1b.

Model Precision Recal F1
Ours 0.381 0.475 0.42
Average scores 0.493 0.458 0.42

Table 4: Results on the SMM4H Task 1b test set.

We set the batch size of bert-large-cased and bert-
large-uncased to 8, and the others are 64. The
experimental results are shown in Table 4. The Re-
call of our result is close to two percentage points
higher than the average, but our Precision is about
11 percentage points lower than the average. There-
fore, our model recalls more correct entities, but it
also recalls a lot of wrong entities. So this may be
a direction in which our method can be optimized.

2.3 Normalization
MedDRA (Brown et al., 1999) is a rich and highly
specific standardized medical terminology to facili-
tate sharing regulatory information internationally
for medical products used by humans. This subtask
aims to normalize ADE mention to standard Med-
DRA term based on the result of span detection.

2.3.1 Method
Our model’s inference process consists of a classifi-
cation phase and a compare phase, responsible for
recall and rank, respectively. We train the above
two phrases with shared parameters and optimizing
with the combined supervising signal.

Recall: In view of the representation process of
ADE’s mention could be benefited from its con-
text, we utilize BERTweet for complete tweet rep-
resentation. Since we have a specific position of
mention in a tweet from subtask b, we first trun-
cate mention’s representations and calculate out the
mean vector as the mention representation. Next,
we calculate the dot product between mention rep-
resentation and term embedding. Each vector in
the term embedding is initialized according to its
corresponding mean BERTweet representation of
standard term text description. Finally, a softmax

Model Precision Recal F1
Ours* (recall) 0.244 0.305 0.271
Ours* (recall + rank) 0.248 0.311 0.276
Ours (recall + rank) 0.129 0.403 0.195
Average scores 0.231 0.218 0.22

Table 5: Results on the SMM4H Task 1c test set, * de-
notes the results of our method based on our best pre-
diction in subtask b.

operation is added to convert the dot product value
to conditional probabilities. A cross-entropy loss
function responsible for supervising this process.

Rank: Since the MedDRA term’s description is
a normalized expression of its corresponding ADE
mention, the global semantic of a tweet should re-
main unchanged after exchanging the colloquial
ADE mention and correct term description. On
the contrary, the global semantic should have an
offset after exchanging with a wrong term. Based
on the above assumption, we add an additional su-
pervising signal. A tweet’s global representation
is obtained from BERTweet’s mean pooling vec-
tor. The model calculates triplet loss among the
following global representations: (a) origin tweet
(b) replace the mention with target term’s descrip-
tion (c) replace the mention with a wrong term’s
description. The wrong term is firstly obtained
by random selection from the whole term set, and
with the procedures of the training process, it is
randomly selected from the classification model’s
top K prediction. The triplet loss intends to maxi-
mize the similarity of the global representation of
(a) and (b); meanwhile, it minimizes the similarity
of (a) and (c).

Inference: In the inference stage, first, we ob-
tain the top K terms based on the prediction of
the recall procedure. Then we exchange the candi-
date K terms with the mention in the origin tweet
and calculate the similarity of global representation
with the origin tweet. The similarity score is the
base of term ranking. Finally, we retain the top 1
as the final prediction.

2.3.2 Experiments

Our hyperparameter setting is identical to subtask
a. Besides, we set K to 10, and for the combination
of cross-entropy loss and triplet loss, we set equal
weights. The experimental results are shown in
Table 5, and indicate the advantage of the compare-
based rank procedure.
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3 Task 7: ProfNER for Spanish Tweets

3.1 Extraction

This subtask aims to detect the spans of profes-
sions and occupations entities in each Spanish
tweet. The corpus contains four categories, but
participants will only be evaluated to predict two
of them: PROFESSION [profession] and SITUA-
CION_LABORAL [working status]. The dataset
includes a training set, validation set, and test set
containing 6000, 2000, and 27000 tweets, respec-
tively.

3.1.1 Method
Preprocessing: According to the characteristics
of the competition’s Spanish Twitter data and the
competition requirements, we preprocess data to
improve the model’s ability to capture text infor-
mation. (1) Since most user names are outside the
vocabulary, We change all user names behind @
to "usuario". (2) The corpus contains four kinds
of labels, but we will only be evaluated in the pre-
diction of 2 of them: PROFESSION and SITUA-
CION_LABORAL, so we removed the other two
labels ACTIVIDAD and FIGURATIVA.

Training: Similar to subtask b of task 1, we
make predictions on the multiple trained models
and perform a simple voting scheme to get the final
result.

Model: We use three BERT-based (Devlin
et al., 2018) pre-training models: bert-base-spanish-
wwm-cased, bert-spanish-cased-finetuned-ner, and
bert-spanish-cased-finetuned-pos.

3.1.2 Experiments
For this subtask, each BERT model is finetuned
for 50 epochs with the learning rate of 5e-5 using
AdamW optimizer, and for the BiLSTM+CRF mod-
ule, our learning rate is 5e-3, and the batch size is
64. The experimental results are shown in Table 6.
The Model_ensemble0(noLSTM) is the result of
the fusion of fifteen models without the BiLSTM
modules, and The Model_ensemble1(LSTM) is the
result of the fusion of fifteen models with the BiL-
STM modules. The Ours is the final result, which
is the voting fusion result of 30 models. From the
experimental results, we can see that the F1 score
of the fusion record on the validation set is superior,
but the test set score has dropped. According to our

https://huggingface.co/dccuchile/
bert-base-spanish-wwm-cased

https://huggingface.co/mrm8488

Model Validation Test
F1 F1

bert_spanish_cased 0.732 -
bert_spanish_ner 0.736 -
bert_spanish_pos 0.723 -

Model_ensemble0(noLSTM) 0.742 0.725
Model_ensemble1(LSTM) 0.744 0.731

Ours - 0.733

Table 6: Results on the SMM4H Task 7b Validation
and test set.

Tweet Label
Excellent cause! I hope you are doing well. I had
breast cancer too. I’m into my 3rd year of
Tamoxifen.

S

OH MY GOD i just remembered my dream from
my nap earlier i understand now why i felt so bad
when i woke up i literally dreamt that i had breast
cancer

NR

Table 7: Two examples of tweets and corresponding
labels in Task 8.

analysis, this is probably related to a large amount
of test data.

4 Task 8: Self-reported Patient Detection

The adverse patient-centered outcomes (PCOs)
caused by hormone therapy would lead to breast
cancer patients discontinuing their long-term treat-
ments (Fayanju et al., 2016). The research on PCOs
is beneficial to reducing the risk of cancer recur-
rence. However, PCOs are not detectable through
laboratory tests and are sparsely documented in
electronic health records. Social media is a promis-
ing resource, and we can extract PCOs from the
tweet with breast cancer self-reporting (Freedman
et al., 2016). First and foremost, the PCO extrac-
tion system requires the accurate detection of self-
reported breast cancer patients. This task’s objec-
tive is to identify tweets in the self-reports cate-
gory. In this dataset, the training set consists of
3513 tweets (898 self-report and 2615 non-relevant
tweets), the validation set consists of 302 tweets
(77 self-report and 225 non-relevant tweets), and
the test set consists of 1204 tweets.

4.1 Method

Preprocessing: We preprocess the data to fit
the tokenizer of the pre-trained RoBERTa model
BERTweet, which is customized in tweet data.
(1) The BERTweet’s tokenizer transform the URL
string in tweet to a unified special token by match-
ing "http" or "www". For the tokenizer to effec-
tively identify the URL, we insert "http://" before
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Model Precision Recal F1
Ours w/o preprocessing,

w/o robust training 0.8571 0.8571 0.8571

Ours w/o robust training 0.8844 0.8442 0.8637
Ours 0.8701 0.8701 0.8701
Average scores 0.8701 0.8377 0.85

Table 8: Results on the SMM4H Task 8 test set.

"pic.twitter.com" in tweets. (2) The emoji in tweets
is expressed as UTF-8 bytes code in string form.
We match the "\x" and transform the code into its
corresponding emoji.

Training: Although the generalization ability of
the pre-trained language model finetuned in text
classification tasks has been proved, it could still
seize the wrong correction between specific tokens
and the target label, turn out to neglect the crucial
semantic. As shown at the top of Table 7, "I had
breast cancer" is convincing evidence to a positive
prediction. A model can make the right decision on
the example at the bottom of Table 7 only if it takes
the context into consideration. To avoid this wrong
correction and improve our model’s robustness, we
apply two strategies on the training stage exert in
data level and model level, respectively.

(1) Noise: Each word in a tweet has a probability
p to be replaced by a random word, and the target
label has a probability p to reverse.

(2) FGM: Following the fast gradient method
(Miyato et al., 2016), we move the input one step
further in the direction of rising loss, which will
make the model loss rise in the fastest direction,
thus forming an attack. In response, the model
needs to find more robust parameters in the opti-
mization process to deal with attacks against sam-
ples.

Model: Similar to subtask a in Task 1, we apply
the BERTweet to encode tweet text and make a
binary prediction according to the corresponding
pooling vector.

4.2 Experiments

We set the batch size to 32 and using AdamW opti-
mizer for optimizing. For BERTweet parameters,
we set a learning rate of 3e-5, the weight of L2
normalization is 0.01; for other parameters, we set
the learning rate to 3e-4, the weight of L2 normal-
ization is 0. We set the noise rate to 0.025 and the
epsilon of FGM to 0.5. We finetune all models
using 5-fold cross-validation on the training set for
50 epochs. The experimental results are shown in
Table 8. Our method has obtained the highest F1

score in this task. Furthermore, the ablation re-
sults indicate the advantage of the customized data
preprocessing procedure and the robust training
strategies.

5 Conclusion and Future Work

This work explores various customized methods in
tasks of classification, extraction, and normaliza-
tion of health information from social media. We
have empirically evaluated different variants of our
system and demonstrated the effectiveness of the
proposed methods. As future work, we intend to
introduce the medical domain’s knowledge graph
to improve our system further.
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Abstract

This paper presents our findings from partici-
pating in the SMM4H Shared Task 2021. We
addressed Named Entity Recognition (NER)
and Text Classification. To address NER we
explored BiLSTM-CRF with Stacked Hetero-
geneous Embeddings and linguistic features.
We investigated various machine learning algo-
rithms (logistic regression, Support Vector Ma-
chine (SVM) and Neural Networks) to address
text classification. Our proposed approaches
can be generalized to different languages and
we have shown its effectiveness for English
and Spanish. Our text classification submis-
sions (team:MIC-NLP) have achieved compet-
itive performance with F1-score of 0.46 and
0.90 on ADE Classification (Task 1a) and Pro-
fession Classification (Task 7a) respectively.
In the case of NER, our submissions scored F1-
score of 0.50 and 0.82 on ADE Span Detection
(Task 1b) and Profession Span detection (Task
7b) respectively.

1 Introduction

The ubiquity of social media has led to massive
user-generated content across various platforms.
Twitter is a popular micro-blogging platform that
allows its users to publish tweets up to 280 char-
acters. The common public uses Twitter to share
life-related personal and professional experiences
with others. Personal experiences often involve
health-related incidents including mentions of ad-
verse drug effect (ADE); this information is crucial
to study Pharmacovigilance. In the context of the
COVID-19 pandemic, the professional experiences
may include information about professions and oc-
cupations which are vulnerable due to either direct
exposure to the virus or due to the associated men-
tal health issues; detecting vulnerable occupations
is critical to adopt necessary preventive measures.

Recent research focuses on mining Twitter data
for adverse drug effect detection (Jiang and Zheng,
2013; Adrover et al., 2015; Onishi et al., 2018).

The distinctive style of communication on Twit-
ter presents unique challenges including informal
(brief) text, misspellings, noisy text, abbreviations,
data sparsity, colloquial expressions and multilin-
guality.

2 Task Description and Contribution

We participate in the following two tasks organized
by SMM4H workshop 2021 (Magge et al., 2021):
(1) Task 1: Classification, Extraction and Nor-
malization of Adverse Effect mentions in English
tweets (2) Task 7: Identification of professions and
occupations in Spanish tweets (Miranda-Escalada
et al., 2021). Task 1 consists of three sub-tasks, (a):
ADE tweet classification, (b): ADE span detection,
(c): ADE resolution; whereas Task 7 consists of
two sub-tasks: (a): Tweet classification (b): Pro-
fession/occupation span detection. For both tasks,
we participate in sub-tasks (a) and (b). The Task 1a
and Task 7a is a text classification problem while
Task 1b and Task 7b is a Named Entity Recognition
problem.

Following are our multi-fold contributions:
1. To address NER tasks, we have employed

a neural network based sequence classifier, i.e.
BiLSTM-CRF and investigated various heteroge-
neous embeddings. We further investigated the
combination of character embeddings, static word
embeddings and contextualized embeddings in a
stacked format. We also incorporated linguistic
features such as part-of-speech tags (POS), ortho-
graphic features etc. We apply the proposed mod-
elling approaches to both English and Spanish texts.
In Profession span detection (Task 7b) our submis-
sion (team:MIC-NLP) achieved the F1-score of
0.824 which is 6 points higher than the arithmetic
median of all the submissions; in case of ADE span
detection our submission scored F1-score of 0.50,
around 8 points higher than the arithmetic median
of the participating submissions.

2. To address text classification tasks, we investi-
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Figure 1: System architecture for NER task, consisting of BiLSTM-CRF with stacked heterogeneous embeddings.
Here, FT: fastText embedding vector; BPE: Byte-Pair embedding vector; BERT: BERT embedding vector; S_ADE:
S_Adverse Drug Effect.

gated various machine learning algorithms like lo-
gistic regression, SVM and neural network with var-
ious word and sentence embeddings. In ADE tweet
classification (Task 1a) our submission (team:MIC-
NLP) scored F1-score of 0.46, approximately 2
points higher than the arithmetic median of partici-
pating submissions; in case of tweet classification
(task 7a) our system achieved the F1-score of 0.90
which is 5 points higher than the arithmetic median
of all submissions.

3 Methodology

In the following sections we discuss our proposed
model for named entity recognition and text classi-
fication.

3.1 Named Entity Recognition
Figure 1 describes the architecture of our model,
where we design a sequence tagger to extract en-
tities. The architecture of our model is a standard
BiLSTM-CRF (Lample et al., 2016) model with
stacked heterogeneous embeddings and linguistic
features as input. The stacked embeddings consists
of Byte-Pair subword embeddings (Heinzerling and
Strube, 2018), fastText subword embeddings (Bo-
janowski et al., 2017) and contextualized word em-
beddings (Devlin et al., 2019; Liu et al., 2019).
The linguistic features include POS, capitalization
features and orthographic features.

3.2 Text Classification
We explored traditional machine learning algo-
rithms like logistic regression, SVM and neural net-
work based architecture with various word and sen-

Task Train Dev
Sentence Counts

Task 1b 34142 1775

Task 7b 14755 4959

Task 1b Entities
ADE 1713 87

Task 7b Entities
PROFESION 1597 566

SITUACION_LABORAL 264 85

ACTIVIDAD 45 16

FIGURATIVA 16 8

Table 1: Dataset statistics for NER.

tence embeddings for text classification. The SVM
was trained with Radial Basis Function (RBF) Ker-
nel with the value of penalty parameter C deter-
mined by grid search for each dataset. Our best
model was a Neural Network with contextual-
ized embeddings (Devlin et al., 2019; Liu et al.,
2019). Since both datasets (Task 1a and Task 7a)
were highly imbalanced, we employed higher class
weights for minority classes to train the final mod-
els.

3.3 Ensemble Strategy

Bagging is a useful technique to reduce the variance
of the learning algorithm without impacting bias.
We employed a variant of Bagging (Breiman, 1996)
such that every data point in the training set is part
of the development set at least once and vice versa.
We created three data folds and trained the model
using optimal configuration on each fold, inference
on the test set involves majority voting among the
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Hyper-parameter Value
NER

learning rate 0.1

optimizer SGD
hidden size 256

POS dimensions 50

Ortho dimension 50

batch size 32

epochs 150

Text Classification
kernel RBF
class-weights 10.0

learning rate 0.00003

batch size 16

epochs 10

Table 2: Hyper parameter settings for NER and Text
classification.

three trained models.
For NER, we perform majority voting at the to-

ken level for each test data point. In cases when
voting results in a tie, we take the prediction of
the confident model, we treat the model trained
on original data split as the confident model. In
the case of an ensemble for text classification, we
followed the straight forward approach of majority
voting at sentence level for each test data point.

4 Experiments and Results

4.1 Dataset and Experimental Setup

Data: We employed bagging (discussed in sec-
tion 3.3) to split the annotated corpus into 3-folds.
For ADE span detection (Task 1b) and Profession
span detection (Task 7b) we perform sentence split-
ting, word tokenization, computing orthographic
features and POS tagging. We do not perform any
pre-processing for ADE classification (Task 1a)
and Tweet classification (Task 7a).

ADE Classification (Task 1a): The dataset con-
sists of tweets in the English language and the task
is to detect tweets containing adverse drug effect.
The dataset contains two classes, ADE and NoADE.
The dataset is highly imbalanced with only 1235
tweets of type ADE out of total 17385 tweets in
the train set.

ADE Span Detection (Task 1b): The dataset con-
sists of only one entity type ADE. The train set
contains 1717 entity mentions of ADE (see Table

Features Task 1b Task 7b
P/R/F1 P/R/F1

r1 glove .5/.18/.26 -
r2 fastText .89/.28/.43 .84/.64/.73
r3 fastText + Char .64/.28/.39 .83/.67/.74
r4 fastText + BytePair .62/.34/.44 .82/.74/.78
r5 BERT .68/.35/.46 .84/.76/.80
r6 BERT + fastText + BytePair .61/.52/.56 .86/.77/.81

Fold=2 Fold=2
r7 BERT + fastText + BytePair .80/.21/.34 .85/.79/.82

Fold=3 Fold=3
r8 BERT + fastText + BytePair .77/.37/.50 .84/.78/.81

Table 3: Scores on dev set using different features for
BiLSTM-CRF on Task 1b and Task 7b.

1).
Profession Classification (Task 7a): The dataset

consists of tweets in the Spanish language and
the task is to detect tweets containing mention of
profession/occupation. The dataset contains two
classes. The dataset is highly imbalanced with only
1393 tweets containing a positive mention out of
6000 tweets.

Profession Span Detection (Task 7b): The
dataset consists of four entity types with few men-
tions of type FIGURATIVA as shown in Table 1.
Entities of type ACTIVIDAD and FIGURATIVA
are ignored in the evaluation of this shared task but
we still treat them as regular entities.

Experimental Setup: We found contextualized
embeddings to be very helpful in identifying enti-
ties and text classification; all our experiments used
pre-trained contextualized embeddings. We em-
ploy RoBERTa (Gururangan et al., 2020) for Task
1a and Task 1b; we use multi-lingual BERT (Devlin
et al., 2019) for Task 7a and Spanish BERT (Cañete
et al., 2020) for Task 7b. We do not finetune em-
beddings in our experiments. We don’t employ any
strategy for handling imbalanced classes for NER
but have used class weighting by a factor of 10 for
all positive classes for text classification. Table 2
lists the best configuration of hyperparameters for
all the tasks.

4.2 Results on Development Set

We perform various experiments to investigate the
impact of features on performance on the develop-
ment set.

NER: Table 3 shows the score on the develop-
ment set for Task 1b and Task 7b. Observe that
fastText embeddings (row r2) outperform glove
embeddings (row r1) for Task 1b. Subsequently,
fastText embeddings with BytePair embeddings
(row r4) provide an improvement over only fast-
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Features Task 1a Task 7a
P/R/F1 P/R/F1

r1 logisticReg + fastTextSentEmb .33/.83/.47 .38/.95/.55
r2 logisticReg + BERTSentEmb .34/.81/.48 .41/.83/.55
r3 logisticReg + BERTWordEmbSum .45/.86/.59 .45/.86/.59
r4 SVM + fastTextSentEmb .53/.66/.59 .71/.67/.69
r5 SVM + BERTSentEmb .36/.86/.51 .49/.66/.56
r6 SVM + BERTWordEmbSum .44/.90/.59 .61/.64/.63
r7 NeuralNetwork + Glove .51/.63/.56 .64/.59/.61
r8 NeuralNetwork + BERT .77/.72/.74 .95/.85/.90
r9 Fold=2 Fold=2

r10 NeuralNetwork + BERT .79/.66/.72 .89/.91/.90
r11 Fold=3 Fold=3
r12 NeuralNetwork + BERT 0.8/.65/.72 .93/.84/.88

Table 4: Scores on dev set using different features on
Task 1a and Task 7a.

Text (row r2) and the combination of fastText with
Character embeddings (row r3). The contextual-
ized embeddings (row r5) provide an improvement
over the combination of fastText with BytePair em-
beddings. In row r6, we employ BERT, fastText
and BytePair embeddings in a stacked format lead-
ing to the best f1-score for both Task 1b and Task
7b.

Text Classification: Table 4 shows the score
on the development set for Task 1a and Task 7a.
Observe that BERTSentEmb provides improve-
ment over fastTextSentEmb for both logistic re-
gression and SVM. Similarly, BERTWordEmb-
Sum further improves BERTSentEmb. BERTSen-
tEmb uses BERT’s CLS representation whereas
BERTWordEmbSum is computed by average of
the token-wise embeddings of pre-trained BERT
as discussed in Rogers et al.. Neural Network with
BERT achieves the best result for both datasets.

4.3 Results on Test Set
Table 5 shows the comparison of our submissions
with the arithmetic median of the participating
teams for all the tasks. Our submissions achieve the
overall best F1-score than the arithmetic median for
all the tasks showing compelling advantage. For
Task 1a, the precision of our system is lower than
the arithmetic median but this is compensated by
the improvement in recall. For all the tasks, the pre-
cision is higher than the recall but overall precision
and recall are balanced.

5 Conclusion

In this paper, we described our system with which
we participate in Task 1(Adverse Drug Effect Clas-
sification and Extraction) and Task 7 (Identifica-
tion of professions and occupations in Spanish
Tweets) in the SMM4H Shared Task 2021. Our
NER system employed stacked heterogeneous em-

Tasks Arithmetic Median MIC-NLP
P/R/F1 P/R/F1

r1 Task 1a .50/.40/.44 .47/.45/.46
r2 Task 1b .49/.45/.42 .55/.45/.50
r3 Task 7a .91/.85/.85 .94/.85/.90
r4 Task 7b .84/.72/.76 .85/.79/.82

Table 5: Comparison of our system (team:MIC-NLP)
with the arithmetic median of the participating teams.
Scores on test set for Task 1a, Task 1b, Task 7a and
Task 7b.

beddings to extract entities in English and Span-
ish text. Our NER system demonstrates a com-
petitive performance with F1-score of 0.50 and
0.82 on ADE Span Detection (Task 1b) and Profes-
sion/Occupation span detection (Task 7b) respec-
tively. Our text classification system employed
contextualized embeddings with Neural Network
as a classifier to achieve a competitive performance
with F1-score of 0.46 and 0.90 on ADE Classifica-
tion (Task 1a) and Profession/Occupation classifi-
cation (Task 7a) respectively. In future, we would
like to improve error analysis to further enhance
our NER and text classification models.
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Abstract

This paper describes models developed for the
Social Media Mining for Health (SMM4H)
2021 shared tasks (Magge et al., 2021). Our
team participated in the first subtask that clas-
sifies tweets with Adverse Drug Effect (ADE)
mentions. Our best performing model utilizes
BERTweet followed by a single layer of BiL-
STM. The system achieves an F-score of 0.45
on the test set without using any supplemen-
tary resources such as Part-of-Speech tags, de-
pendency tags, or knowledge from medical
dictionaries.

1 Introduction

In this effort, we focus on detecting tweets that
have ADE mentions as a part of the Social Media
Mining for Health (#SMM4H) - 2021 shared tasks
(Magge et al., 2021). Organizers of SMM4H Task
1 provided datasets of English tweets with binary
annotations of 1 and 0 indicating the presence or
absence of ADE mentions in the tweet. We develop
a robust system against the class imbalance prob-
lem in the dataset that classifies tweets containing
at least one ADE mention. We also validate the
importance of emojis and hashtags in ADE classifi-
cation empirically.

2 Data

2.1 Dataset

The dataset consists of a training set (18,000
tweets), validation set (953 tweets), and test set
(10,000 tweets). The dataset is highly imbalanced,
with only 7% of the tweets containing ADE men-
tions. We tackle this challenge using sampling and
per-class penalties in the objective function.

2.2 Preprocessing

We performed following preprocessing on the
dataset:

1. Replace emoji with its text string (for example,
’:)’ with ’slightly smiling face’)

2. Strip ’#’ from hashtags in tweets

3. Drop user-mentions and URLs

4. Lowercase all words

We used emoji1 package to translate emoji to text
string.

3 Method

We explore three BERT-based models for classifica-
tion: (i) BERT (Devlin et al., 2019), (ii) RoBERTa
(Liu et al., 2019), and (iii) BERTweet (Nguyen
et al., 2020). We pass the input through our BERT-
based models to get token representations. To com-
pute the sentence representations, we consider two
cases - i) [CLS] token (fine-tuning) ii) we pass
token representations without [CLS] and [SEP]
through a single layer BiLSTM and concatenate the
forward and backward context. The sentence repre-
sentation is passed through a fully connected neural
network layer followed by a sigmoid activation to
predict probabilities.

To tackle class imbalance, we experiment with
oversampling, undersampling, and addition of per-
class penalties in the objective function. For over-
sampling approach, we randomly sampled positive
examples with replacement until each class con-
tained 10,000 tweets. For the undersampling ap-
proach, we randomly sample negative examples to
create a balanced training dataset.

4 Experiments

For the classification task, each BERT model is
trained for 10 epochs with a learning rate of 1
* 10−5 using Adam optimizer (Kingma and Ba,

1https://pypi.org/project/emoji/
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Name Validation set
P R F1

BERTbase - Fine Tune 0.697 0.708 0.702
BERTbase - unweighted 0.742 0.708 0.724
BERTbase 0.77 0.723 0.746
RoBERTa 0.845 0.754 0.797
RoBERTaover 0.637 0.892 0.743
RoBERTaunder 0.659 0.862 0.747
BERTweetraw 0.864 0.784 0.823
BERTweet 0.812 0.862 0.836

Table 1: Task1a results on Validation set

2017). We set the batch size to 32 and the maxi-
mum sequence length to 128. To tackle class imbal-
ance, we add weights to the standard cross-entropy
loss. We set weights as 0.7 and 0.3 for ADE and
NoADE classes, respectively. We utilize PyTorch2

implementation of BERT for training. We train
RoBERTaover, RoBERTaunder and BERTbase - un-
weighted, using standard unweighted cross-entropy
loss. We conduct model selection for every 200
steps against the validation set using the F1-score
of the ADE class for comparison.

5 Discussion

It is evident from Table 1 that BERTbase outper-
forms BERTbase-Fine Tune, and validates that the
use of BiLSTM layer on top of BERT improves
both precision and recall. Table 1 also shows that
use of per-class penalties in the objective function
(BERTbase) results in better performance as com-
pared to the model with unweighted objective func-
tion (BERTbase - unweighted).

Table 2 shows that retaining emoji and hashtags
in tweets help in achieving better performance on
BERTbase as against excluding those.

Table 1 shows that RoBERTa outperformed
BERTbase in all the evaluation metrics. How-
ever, RoBERTaover and RoBERTaunder gave re-
sults comparable to BERTbase. The results show
that the ADE class’s oversampling and the NoADE
class’s undersampling did not handle the class im-
balance problem well. Hence, we resort to adding
class-weights in our objective function.

BERTweet outperforms BERTweetraw, which
uses preprocessing techniques described in
(Nguyen et al., 2020). Our preprocessing steps
are inspired by (Nguyen et al., 2020) with the only

2https://huggingface.co/transformers/
model_doc/bert.html

difference being that we remove all user mentions
and web/URL links from the tweet. We empirically
validate our intuition that the user mentions, web
links act as noise in the text and do not provide any
valuable information needed for the classification
task.

Table 3 shows the performance of BERTweet on
the test set. Our model’s performance is relatively
poor on the Test set compared to the validation set,
which can be attributed to overfitting. This overfit-
ting can be reduced by adding dropout in the model.
Table 3 shows the performance of BERTweet on
the Test set in the post-evaluation phase after the
addition of dropout to the BiLSTM layers.

Model: BERTbase P R F1
retain hashtag 0.80 0.677 0.733
retain emoji 0.671 0.754 0.71
retain hashtag and emoji 0.77 0.723 0.746

Table 2: Results of BERTbase trained with different pre-
processing applied both to training and validation set

Model: BERTweet P R F1
Evaluation 0.523 0.409 0.46
Post-Evaluation 0.538 0.451 0.491

Table 3: Results of BERTweet on #SMM4H - 2021
Task 1a Test set

6 Conclusion

In this work, we explore an application of BERT to
the task of binary classification on English Tweets.
We validate that use of per-class penalties in the
objective function helped in overcoming the class
imbalance problem. We have empirically evaluated
differently tuned model versions and preprocessing
methods against F1-score for the "ADE" class. Ex-
periments have shown that our model has achieved
an F1-score of 0.46, precision of 0.523, and recall
of 0.409 on the test set.

The future directions would be to evaluate the
potential of supplementary resources in our model,
such as Part-of-Speech Tags, Dependency Tags,
knowledge from medical dictionaries (such as Med-
DRA).
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Abstract

In this work we describe our submissions to
the Social Media Mining for Health (SMM4H)
2021 Shared Task (Magge et al., 2021). We in-
vestigated the effectiveness of a joint training
approach to Task 1, specifically classification,
extraction and normalization of Adverse Drug
Effect (ADE) mentions in English tweets. Our
approach performed well on the normalization
task, achieving an above average f1 score of
24%, but less so on classification and extrac-
tion, with f1 scores of 22% and 37% respec-
tively. Our experiments also showed that a
larger dataset with more negative results led to
stronger results than a smaller more balanced
dataset, even when both datasets have the same
positive examples. Finally we also submitted
a tuned BERT model for Task 6: Classifica-
tion of Covid-19 tweets containing symptoms,
which achieved an above average f1 score of
96%.

1 Introduction

Social media platforms such as Twitter are regarded
as potentially valuable tools for monitoring public
health, including identifying ADEs to aid phar-
macovigilance efforts. They do however pose a
challenge due to the relative scarcity of relevant
tweets in addition to a more fluid use of language,
creating a further challenge of identifying and clas-
sifying specific instances of health-related issues.
In this year’s task as well as previous SMM4H runs
(Klein et al., 2020) a distinction is made between
classification, extraction, and normalization. This
is atypical of NER systems, and many other NER
datasets present their datasets, and are consequently
solved in a joint approach.

Gattepaille (2020) showed that simply tuning
a base BERT (Devlin et al., 2019) model could
achieve strong results, even beating ensemble meth-
ods that rely on tranformers pretrained on more aca-
demic texts such as SciBERT (Beltagy et al., 2019),
BioBERT (Lee et al., 2020) or ensembles of them,

while approaching the performance of BERT mod-
els specifically pretrained on noisy health-related
comments (Miftahutdinov et al., 2020).

2 Methods

2.1 Pre-processing

Despite the noisy nature of Twitter data, for Task 1
we attempted to keep any pre-processing to a mini-
mum. This was motivated by the presence of spans
within usernames and hashtags, in addition to over-
lapping spans and spans that included preceding
or trailing white-spaces. For training and valida-
tion data we ignored overlapping and nested spans
and chose the longest span as the training/tuning
example.

We also compiled a list of characters used in the
training data for use in creating character embed-
dings. This was not limited to alpha-numeric char-
acters, but also included emojis, punctuation, and
non-Latin characters. We then removed any charac-
ter appearing less than 20 times1 in the training set,
and a special UNK character embedding was added.
Additionally for the training, validation, and testing
data we tokenized the tweets and obtained part-of-
speech tags using the default English model for the
Stanza (Qi et al., 2020) pipeline.

Our training set was supplemented with the
CSIRO Adverse Drug Event Corpus(CADEC)
(Karimi et al., 2015) and was processed in the same
manner as above.

For Task 6 no pre-processing was done.

2.2 Task 1 Model

Word Representation The BERT vectors pro-
duced for each tweet are not necessarily aligned
with the tokens produced by the Stanza tokenizer.
For this reason we additionally compile a sub-word
token map to construct word embeddings from the
token embeddings produced by our BERT model

1This threshold was arrived at through trial and error.
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(excluding the [CLS] vector). The final word em-
bedding is a summation of the component vectors.

POS Tags & Char-LSTM We use randomly ini-
tialized trainable embeddings for universal POS
(UPOS) tags predicted by the Stanza pos-tagger.
For each word we also use a 1-layer LSTM to pro-
duce an additional representation. The input to this
LSTM would be the embeddings for each character
in a word in order of appearance. This is intended
to capture both the recurring patterns indicating
prefixes/suffixes and to also learn to disregard re-
peated letters and misspellings so as to overcome
the noisiness of the data.

Bi-LSTM Hidden Layer While BERT is itself
a bi-directional context-aware representation of a
given sentence, we experimented with the addition
of a bidirectional Lstm (Bi-LSTM) layer in order to
incorporate the additional pos tag and char-LSTM
embeddings, and model the interactions between
them across the whole context of a tweet.

ADE Identification Subtask 1(a) requires sim-
ple classification as ADE or NoADE and so we sim-
ply used the [CLS] vector output from our BERT
model as input to a softmax layer with two nodes.

ADE Extraction & Normalization Task 1(b)
and 1(c) were approached jointly. The training
data was reformulated a BIO labelling scheme that
incoporates associated MedDRA tags, as is com-
mon for other NER tasks. Thus the final clas-
sification layer for both tags is a softmax with
({B, I} × MedDRA Tags + {O})-nodes. We
use a greedy approach to obtain the final tweet clas-
sification and token classification from the corre-
sponding softmax layers. The spans are determined
based on the longest uninterrupted sequence of to-
kens receiving the same normalization tag. Inter-
ruptions in this context mean classified as either O
or B-*. Additionally, uninterrupted spans consist-
ing only of I-* but having the same normalization
tag are considered valid spans. Thus, the following
two sequences ([O,O,B-1234,I-1234,O]
and [O,O,I-1234,I-1234,O]) translate to
the same final span.

2.3 Task 6 Model
Task 6 proved to be a substantially easier challenge
than Subtask 1(a), as can be seen in Subsection 3.2.
Our approach was to simply tune a BERT model,
with the [CLS] vector being used as input to a
softmax classification layer.

Parameter
Task 1

POS embedding dimension 8
Character embedding dimension 16
Character LSTM dimension 8
Bi-LSTM hidden layer dimension 256
Training Epochs 50
Mini-batch size 32
Update Strategy Adam
Learning Rate 1× 10−4/2× 10−5

Task 6
Training Epochs 10
Mini-batch size 8
Update Strategy Adam
Learning Rate 1× 10−5/2× 10−5

Table 1: Training parameters for Tasks 1 & 6

3 Experiments & Results

We implemented our models using the PyTorch
(Paszke et al., 2019) framework, and for the core
BERT model we used the pretrained bert-base
model from the Huggingface transformers (Wolf
et al., 2020) library. For both tasks we optimize
parameters using Adam (Kingma and Ba, 2014).
We experiment with different learning rates but
keep default parameters for β1, β2, and ε.

3.1 Task 1
One of the largest challenges of Task 1 is the huge
imbalance of tweets containing ADEs vs tweets
that do not. This is demonstrated in Table 3 where
just over 7% of tweets in both training and valida-
tion sets contain ADEs. In contrast, the CADEC
dataset has ≈ 37% of examples with ADEs. To ex-
plore the effect of this distribution we constructed
two training sets. The first is a dataset containing
all the CADEC data in addition to training data
tweets containing ADEs. This results in a dataset
with≈ 46% of examples with ADEs, which we will
refer to as the Partial datatset going forward. The
second dataset we use for training is all of the task
training data and the whole CADEC dataset, which
we will be referring to as the Full dataset, with the
proportion of ADE examples being ≈ 16%.

We train the model jointly over all three
subtasks, minimizing over the sum of nega-
tive log likelihood losses (LSUM = LDET +
LNER) for both the classification (LDET =
−∑N

i

∑CDET
c yiclog(ŷic)) and extraction & nor-

malization (LNER = −∑N
i

∑CNER
c yiclog(ŷic))

layers. WhereN is the total number of minibatches,
CDET and CNER are the classes for classification
and extraction & normalization respectively, and
y∗ and ŷ∗ are the target and predicted classes.

92



Train dataset Classification Extraction Normalization
Target dataset f1 p r f1 p r f1 p r

Partial dataset
Validation (1× 10−4) 14.9 8.0 100.0 10.5 6.1 37.9 19.1 11.1 69.0
Validation (2× 10−5) 14.8 8.0 100.0 9.3 5.5 29.9 18.2 10.8 58.6

Full dataset
Validation 70.1 78.8 63.1 26.9 27.4 26.4 50.3 51.2 49.4
Test 22.0 35.9 16.4 37.0 58.0 27.5 24.0 37.1 17.8

Median of all submissions
Test 44.0 50.5 40.9 42.0 49.3 45.8 22.0 23.1 21.8

Table 2: Task 1 Experimental Results.

Dataset Total tweets ADE tweets
CADEC 7597 2853
Training data 17358 1235
Validation data 915 65

Table 3: Task 1 dataset statistics.

Our experiments on the partial datasets yielded
weak results, with only a slight improvement when
using a learning rate of 1 × 10−4 over 2 × 10−5.
Training on the full dataset with a learning rate of
2× 10−5 produced far stronger results, with the f1
score for tweet classification increasing to 70.1%
from 14.9% on the validation set, and to 26.9%
from 10.5% for span extraction, and finally to
50.4% from 19.1% for span normalization. Train-
ing our model with a learning rate of 1 × 10−4

yielded unusable results and an unstable model,
which suggests that this is too high a learning rate
for larger datasets. It is interesting to note that
while training on the full datatset dramatically im-
proved f1 scores for all three subtasks, there was
a general drop in recall and an increase in preci-
sion. This suggests that the model trained on the
partial dataset was far more likely to produce false
positives, and was unable to recognize the absence
of ADEs despite negative examples constituting ≈
53% of examples. The results of our experiments
are summarized in Table 2.

Our final submission was trained on the full
dataset and showed a similar pattern on the Test
set producing better precision, beating the arith-
metic mean of all submissions for extraction and
normalization, but showed worse recall for all three
subtasks. This resulted in the model only achieving
an above average f1 score on subtask 1(c).

3.2 Task 6

Our approach to Task 6 is essentially the same
as that for subtask 1(a), but with a smaller, more
balanced dataset. We experiment with two learn-

α
Validation Test

f1 p r f1 p r
1× 10−5 98.3 98.2 98.3 94.0 94.1 94.1
2× 10−5 98.6 98.6 98.6 94.0 93.7 93.7
Median of all submissions 93.0 93.2 93.2

Table 4: Task 6 Experimental Results.

ing rates, 1 × 10−5 and 2 × 10−5, and mini-
mize over a negative log likelihood loss L =
−∑N

i

∑C
c yiclog(ŷic).

The resulting models produced strong results, as
shown in Table 4, with close validation f1 scores
(98.6% and 98.3%). We used classifications by
both models as our final submission, and both beat
the median of all submissions with an f1 score of
94% for both models.

4 Conclusion

In this work we explored the efficacy of jointly
training a BERT model to jointly learn to per-
form classification, extraction, and normalization
of ADE in tweets provided for Task 1 in SMMH
2021 Shared Task. While this approach did not pro-
duce classification and extraction above the median
submission, it did achieve a normalization score
that is. Additionally our experiments show that
the seemingly lopsided ratio of tweets with/without
ADEs resulted in stronger performance than a more
"balanced" dataset. Finally, we showed that tun-
ing a BERT model produces very strong results on
Task 6, in classifying tweets related to Covid-19.
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Abstract
The paper researches the problem of drug ad-
verse effect detection in texts of social media.
We describe the development of such a classifi-
cation system for Russian tweets. To increase
the training dataset we apply a couple of aug-
mentation techniques and analyze their effect
in comparison with similar systems presented
at 2021 years’ SMM4H Workshop.

1 Introduction

Attention-based neural network models signifi-
cantly move forward performance frontier for
a range of Natural Language Processing (NLP)
tasks. Pre-trained models with transformer archi-
tectures (Devlin et al., 2018; Liu et al., 2019) es-
sentially changed the way itself of approaching an
NLP problem. Fine-tuning such models for a spe-
cific task typically yields a solid result. But there
are still challenging problems even among the sim-
plest binary text classification tasks. For example,
for current state-of-the-art NLP methods, it is not
an easy task to differentiate drug Adverse Effects
(AE) mentions among real indications for use. Es-
pecially if the target text comes from informal data
sources (see example in Section 2). For several re-
cent years, this problem stays in research focus and
is offered as a shared task during the annual Social
Media Mining for Health Applications (SMM4H)
workshop (Magge et al., 2021). And the second
time it was proposed for the Russian language.

The training data size can be crucial for deep
learning algorithms generalization hence the per-
formance metrics (Chen and Lin, 2014). This study
explores the ways of gaining additional train data.
We describe a couple of such techniques (transla-
tion and generation) and apply them to increase the
training dataset more than 9 times.

2 Data

The SMM4H workshop organizers released Train
and Dev data (user messages from Twitter) along

Part Count Positive ratio, (%)
Train 8,184 9.45
Dev 3,425 8.73
Test 9,095 n/a
Augm_Transl 25,678 9.26
Augm_Gen 51,152 9.89
Total 97,534 n/a

Table 1: Dataset statistics.

with target labels. The pair of examples (translated
from Russian for readability) are listed below:

I finally finished drinking this Tavanik.
From which insomnia.⇒ 1

The main symptoms of a lack of thyroxine
are just obesity, decreased intelligence,
chilliness and insomnia.⇒ 0

Statistics about data parts are shown in Table 1.
The Augm_* rows are additional labeled data1 (see
Section 3 for details).

3 System Description

Data augmentation techniques are well presented in
the computer vision field (Shorten and Khoshgof-
taar, 2019). Distortion of an input image allows get-
ting an additional data sample. Unfortunately for
NLP tasks, there are no simple and effective opera-
tions to mine new data samples. Mere word order
change or replacement of words often leads to loss
or change of text meaning. That is because natu-
ral language obeys numerous rules and restrictions.
To account for most of these rules and ‘correctly’
transform a text one needs to rely on a language
model.

1Available for download at https://disk.yandex.ru/d/BQ-
YM8MIsni7VQ
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CV Test
System Train samples F1± Fstd Precision Recall F1
Median 54.9 55.7 51
Real+Augm_* 86,111 57.2±2.5 39.3 59 47
Real+Augm_Transl 34,959 56.6±2.5
Real 9,282 55.4±2.2

Table 2: Systems performance metrics, (%).

3.1 Translate Augmentations

Having a long history of research current neural
machine translation methods achieve great suc-
cess in conveying the meaning and keeping text
fluency. This allows the implementation of the
idea of back translation for text data augmenta-
tion (Edunov et al., 2018). Target text translated
from a source to destination language then back
to the source language, e.g. ru⇒ en⇒ ru. Thus
the final translation will contain a slightly different
sample.

We apply a shortened version of such pipeline
(en ⇒ ru) as we had an English dataset from
the previous iteration of SMM4H workshop. In
such a way we obtain an additional train part
(Augm_Transl) of 25,678 samples.

3.2 Generation Augmentations

Besides specialized language models for transla-
tion, there is the class of Generative Pre-Training
models (e.g. GPT-2) (Radford et al., 2019). Such
models, trained for a phrase continuation task,
could produce surprisingly plausible and coherent
text fragments.

Similar to (Blinov, 2020) we adopt and fine-tune
the GPT-2 model for the task of Russian tweet gen-
eration. Given a couple of random start tokens,
the trained model can complete a tweet message.
From this model, we retrieved 100k synthetic unla-
beled messages and applied our model (Blinov and
Avetisian, 2020) for labeling. Finally, only 51,152
samples with high confidence labels were selected,
which comprise the Augm_Gen part.

3.3 Modeling

To build the final classifier we used the Ru-
BERT (Kuratov and Arkhipov, 2019) model as a
base. It was fine-tuned on the mix of augmented
and real labeled data with the mean pooling strat-
egy over contextualized set of token embeddings
and binary cross-entropy loss function.

More precisely we prepared 5 of such models

−20 0 20 40
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20

40

60
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Augm_Transl
Augm_Gen

Figure 1: Samples of tweet embeddings from 3 data
parts.

according to Cross-Validation (CV) split on the con-
catenation of Train and Dev parts. Each fold’s train
data was joined with Augm_* parts and a model
trained for 5 epochs with a batch size of 128 sam-
ples and 3× 10−5 learning rate.

As we required to output binary prediction value
each epoch training followed by the threshold op-
timization procedure. In the end, we selected the
best model checkpoint and threshold for each of 5
folds. At the test time, input data processed by 5
models, and their output are binarized. The final
label for a sample selected as the most common
one.

4 Results and Conclusions

F1-score toward the positive class (Manning et al.,
2008) is the main evaluation metric for this task.
Table 2 reports cross-validation and test metrics
for a number of our systems. As we keep valida-
tion sets intact and increase with additional data
only train parts we can compare the metric across
systems. The Real* prefix in a system name cor-
responds to this year’s data (Train and Dev parts
from Table 1).
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Although we can see clear CV metric improve-
ment it turned out that it did not convert into test
performance. Our best system is inferior to even the
median metric across participants’ systems, over-
coming it only in terms of Recall (by the 3% mar-
gin).

We hypothesize that this is because of a signif-
icant shift in data distribution. Partially it is con-
firmed by t-SNE (Maaten and Hinton, 2008) plot
of randomly sample tweet embeddings from three
data parts (see Figure 1), where synthetically gen-
erated messages concentrate on the border of the
point cloud.

Thus our experiments reveal that procedures of
text data augmentation potentially are an interest-
ing tool for obtaining more data. But the successful
practical application of these techniques for the AE
detection task requires further research.
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Abstract 

This study describes our proposed model 
design for SMM4H 2021 shared tasks. We 
fine-tune the language model of RoBERTa 
transformers and their connecting classifier 
to complete the classification tasks of 
tweets for adverse pregnancy outcomes 
(Task 4) and potential COVID-19 cases 
(Task 5). The evaluation metric is F1-score 
of the positive class for both tasks. For Task 
4, our best score of 0.93 exceeded the 
median score of 0.925. For Task 5, our best 
of 0.75 exceeded the median score of 0.745. 

1 Introduction 

The Social Media Mining for Health Application 
(SMM4H) shared tasks involve natural language 
processing challenges using social media data for 
health research. We participated in the SMM4H 
2021 Task 4 (Klein et al., 2020a; 2020b), focusing 
on automatically distinguishing tweets that self-
report a personal experience of an adverse 
pregnancy including miscarriage, stillbirth, 
preterm birth, low birthweight, and neonatal 
intensive care (annotated as “1”) from those that do 
not (annotated as “0”). This task is a follow-up to 
SMM4H 2020 Task 5, which involves three classes 
of tweets that mention birth defects. 

We also participated in SMM4H 2021 Task 5. 
This new binary classification task involves 
automatically distinguishing tweets that self-report 
potential cases of COVID-19 (annotated as “1”) 
from those that do not (annotated as “0”). Potential 
cases includes those tweets indicate the user or a 
member of the user’s household was denied testing 
for, was symptomatic of, was directly exposed to 
presumptive or confirmed COVID-19 cases, or had 
experiences that pose a higher risk of exposure to 

COVID-19. Other tweets related to COVID-19 
may discuss topics such as testing, symptom, 
traveling, or social distancing, but do not indicate 
someone may be infected. 

This paper describes the NCUEE-NLP 
(National Central University, Dept. of Electrical 
Engineering, Natural Language Processing Lab)  
system for the SMM4H 2021 Task 4 and Task 5. 
Our solution explores how to use the RoBERTa 
transformers (Liu et al., 2019) with involved 
language models and classifier fine-tuning to 
predict tweet classes. The evaluation metrics of 
both tasks are F1-score for the positive class (i.e., 
tweets annotated as “1”).  For Task 4, our best score 
of 0.93 exceeded the median score of 0.925. For 
Task 5, we achieved a best score of 0.75 exceeding 
the median score of 0.745. 

The rest of this paper is organized as follows. 
Section 2 investigates the related studies. Section 3 
describes the NCUEE-NLP system for the tweet 
classification tasks. Section 4 presents the 
evaluation results and performance comparisons. 
Conclusions are finally drawn in Section 5.  

2 Related Work 

Our participated SMM4H 2021 Task 4 is a 
follow-up to SMM4H 2020 Task 5,  which  focused 
on detecting tweets that mention birth defects. A 
hard-voting ensemble of nine BioBERT-based 
models was used to achieve a higher macro-
averaging recall (Bai and Zhou, 2020). The ELMo 
word embeddings and data-specific resources were 
adopted to achieve a higher macro-averaging 
precision (Bagherzadeh and Bergler, 2020). 
Ensemble BERT flavors were studied to detect 
tweets that mention birth defects (Dima et al., 
2020). Two-views based CNN-BiGRU networks 

Classification of Tweets Self-reporting Adverse Pregnancy Outcomes 
and Potential COVID-19 Cases Using RoBERTa Transformers 
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were also proposed to address this multi-class 
classification task (Reddy, 2020). 

Our participated SMM4H 2021 Task 5 is new 
binary classification task, which aims at 
distinguishing tweets that self-report potential 
cases of COVID-19 from those that do not. 
COVID-19 Twitter Monitor was presented to show 
interactive visualizations of the analysis results on 
tweets related to the COVID-19 pandemic 
(Cornelius et al., 2020). An iterative graph-based 
approach was proposed to detect COVID-19 
emerging symptoms using context-based twitter 
embeddings (Santosh et al., 2020). A large twitter 
dataset of COVID-19 chatter was used to identify 
discourse around drug mentions (Tekumalla and 
Banda, 2020). 

3 The NCUEE-NLP System 

Figure 1 shows our NCUEE-NLP system 
architecture for the SMM4H 2021 shared tasks. 
Specially, our system is composed of two main 
parts: RoBERTa transformers and fine-tuning. 
RoBERTa (a Robust optimized BERT pretraining 

approach) (Liu et al., 2019) is a replication study of 
BERT pretraining (Devlin et al., 2018) that 
carefully measures the impact of key parameters 
and training data size. We observe that  RoBERTa 
transformers have usually performed well for many 
SMM4H 2020 tweet classification tasks (Klein et 
al., 2020c). Hence, we explore the usage of 
RoBERTa transformers and fine-tune the 
downstream tasks.    

For Task 4, we use training, validation, and  test 
datasets provided by task organizers to fine-tune 
the language model to improve the embedding 
representation. Then, the tweets with class labels in 
the training dataset were used to fine-tune the 
classifier.  

For Task 5, because  COVID-19 related tweets 
are relatively rare for fine-tuning the language 
model, we use the original training, validation, and 
test datasets from the Task 5 along with those 
tweets from Task 6 involving a three-class 
classification of COVID-19 tweets containing 
symptoms. To fine-tune the classifier, we only use 
the Task 5 training set that contains tweets with 
corresponding labels.  

 
 

Figure 1: Our NCUEE-NLP system architecture for the SMM4H 2021 Task 4 and Task 5. 

RoBERTa 
Transformers 

Fine-Tuning Validation Set Test Set 
LM Classifier Precision Recall F1-score Precision Recall F1-score 
No Yes 0.9253 0.9338 0.9296 0.9235 0.9248 0.92 
Yes Yes 0.9141 0.9475 0.9305 0.9130 0.9480 0.93 

Table 2:  Submission results on the SMM4H 2021 Task 4 validation and test datasets. 

RoBERTa 
Transformers 

Fine-Tuning Validation Set Test Set 
LM Classifier Precision Recall F1-score Precision Recall F1-score 
No Yes 0.7407 0.8197 0.7782 0.6750 0.7890 0.73 
Yes Yes 0.7907 0.8361 0.8128 0.7452 0.7597 0.75 

Table 2:  Submission results on the SMM4H 2021 Task 5 validation and test datasets. 
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4 Evaluation  

The experimental datasets were mainly provided 
by task organizers (Arjun et al., 2021). For Task 4, 
we have a total of 5,514 tweets in the training set, 
including 2,484 positive tweets and 3,030 negative 
tweets. The validation set contains 973 tweets (438 
positive and 535 negative). Finally, there are a total 
of 10,000 tweets in the test set. 

For Task 5, we have 6,465 tweets (1,026 positive 
and 5,439 negative) in the training set. The 
validation set contains 716 tweets (122 positive and 
594 negative). Finally, there are 10,000 tweets in 
the test set. We also have a total of 16,067 tweets 
from Task 6 for fine-tuning the language model.  

All tweets were pre-processed to convert emojis 
into the corresponding codes defined by the 
unicode consortium. The pre-trained RoBERTa-
Large model was downloaded from HuggingFace 
(Wolf et al., 2019). The hyper-parameters used for 
both tasks are as follows: training batch size 64, 
learning rate 4e-5, and maximum sequence length 
128.  

Tables 1 and 2 respectively summarize the 
results for Tasks 4 and 5. The evaluation metric is 
the F1-score of the positive class for both tasks. It’s 
obvious that we have consistent results for both 
tasks, with a performance boost coming from fine-
tuning the language model. Our best results for 
both tasks slightly exceeded than the respective 
median scores of all submissions by 0.005. 

5 Conclusions 

This study describes the NCUEE-NLP system 
participating in SMM4H 2021 Task 4 for adverse 
pregnancy outcome and Task 5 for potential 
COVID-19 cases, including system design, 
implementation and evaluation. For Task 4, our 
best F1-score of 0.93 exceeded the median score of 
0.925. For Task 5, our best F1-score of 0.73 
exceeded the median score of 0.725. 
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Abstract

In this paper, we describe our approaches for
task six of Social Media Mining for Health
Applications (SMM4H) shared task in 2021.
The task is to classify twitter tweets contain-
ing COVID-19 symptoms in three classes (self-
reports, non-personal reports & literature/news
mentions). We implemented BERT and XL-
Net for this text classification task. Best re-
sult was achieved by XLNet approach, which
is F1 score 0.94, precision 0.9448 and recall
0.94448. This is slightly better than the av-
erage score, i.e. F1 score 0.93, precision
0.93235 and recall 0.93235.

1 Introduction

In the beginning of the COVID-19 pandemic and
even now, with variety of strains, caused great deal
of information deficiency about symptoms as re-
ported by people affected by it. As this disease
is highly contagious and rapidly changing, one of
the best sources for the live information is on the
social media. There can be multiple sources of
symptoms information on social media such as
news/scientific articles (facts), other people’s ac-
count (second or third person statements) and self
report (first person statements). In this paper we
will discuss our approach as a team participating in
SMM4H (Magge et al., 2021) shared task 6 related
to the classification of such information from social
media platform like twitter. We will be looking at
using pre-trained NLU models like BERT (Devlin
et al., 2018) and XLNet (Yang et al., 2019) for this
task.

2 Task and Data Description

2.1 Task
The task 6 of SMM4H is to classify twitter tweet
dataset containing COVID-19 symptoms into three

∗Equal contribution. Deepak implemented BERT while
Nalin performed experiments on XLNet

classes:
• self-reports: mentioning ones own experience

of COVID-19
• non-personal reports: mentioning other peo-

ples account of COVID-19 experience
• literature/news mentions: mentioning scien-

tific or news articles telling about COVID-19
symptoms

2.2 Data Description
The training dataset contained 9, 000 labeled
tweets, validation dataset contained 5, 76 labeled
tweets and test dataset contained 6, 500 unlabeled
tweets.

3 Methodology

3.1 Pre-processing
• Data Cleaning : For cleaning we removed,

part of sentences starting from “@” to first
white space, links, numbers, “#” and extra
white space.

• Further in pre-processing, we convert data into
machine readable form. We change the labels
into three discrete integers and tweet text text
into tokens using tokenizer as mentioned in
Model section.

• Then we truncate the tweet text to reduce the
amount of padding. For BERT we truncate be-
fore applying tokenizer and making sentence
length 65, while for XLNet we truncate after
applying tokenizer to make sequence length
150.

3.2 Model
We explore both autoencoding as well as autore-
gressive models for the classification task from
which BERT and XLNet are picked respectively.
For our experiments, we use the pre-trained models
provided by Huggingface (Wolf et al., 2020). For
both of the models we are using cased versions
which differentiates between upper and lower case.
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This is needed as upper case letters are important
for identifying nouns and pronouns which in turn
are important to identify first, second and third per-
son in a sentence.

3.2.1 BERT

The first system we use for the task is BERT (De-
vlin et al., 2018). BERT, which stands for Bidirec-
tional Encoder Representations from Transformers,
learns by predicting the randomly masked token
during pre-training using both left and right context
of the masked word token. It also has the second
objective of predicting if the given two sentences
are consecutive. We use both base and large cased
versions of this model for our experiments. The
base version of BERT has 12 encoder layers, 768
hidden layer dimension and 12 attention heads with
109M parameters, while the large one has 24 en-
coder layers, 1024 hidden layer dimension and 16
attention heads with 335M parameters. We use
their respective tokenizers.

3.2.2 XLNet

We use XLNet as our second system. XLNet (Yang
et al., 2019) is an auto-regressive model, which, un-
like BERT, uses autoregressive formulation to learn
the bidirectional contexts. The word token output
is calculated by taking into account the permutation
of all word tokens in the sentence, in contrast to
the traditional approaches, which used just left or
right of the target token. We experiment with both
base and large versions of this model. The base
version has 12 layers, 768 hidden layer dimension
and 12 attention heads with number of model pa-
rameters to be 110M , whereas the large one has 24
layers, 1024 hidden layer dimension and 16 atten-
tion heads having 340M parameters. We use their
respective tokenizers.

4 Experiments

We perform several experiments on cleaned and
uncleaned data. We explore both base and large
versions of BERT and XLNet along with differ-
ent training methods, fine-tuning and retraining the
whole model, scores of which are mentioned in
Table 1. For both the NLU models, we use appro-
priate classification layer. For all these experiments,
loss function is cross entropy loss and optimizer is
adamW with learning rate 2e− 5. We find BERT
large version retrained on uncleaned data perform
the best. For the XLNet version, we find that the

large version of the XLNet tokenizer with base ver-
sion of the model works the best among all. We
get the best results on retraining the model over the
uncleaned data. The best systems’ scores on the
test data for the shared task are given in Table 2.
Our code is shared on Github *.

Approach BERT XLNet
Base Large Base Large

C_Retrain 0.976 0.978 0.974 0.968

C_Finetune 0.666 0.729 0.844 0.784

U_Retrain 0.98 0.998 0.984 0.984

U_Finetune 0.76 0.734 0.924 0.878

Table 1: All results are F1 scores of models trained
over training set and calculated over validation set. All

models are run for 6 epochs with batch size 16.

Model Precision Recall F1 Score
XLNet 0.9448 0.94448 0.94

BERT 0.926 0.926 0.93

Median 0.93235 0.93235 0.93

Table 2: Performance of the best version of each
model on the test set. Models are run for 6 epochs

with batch size 16.

5 Results and Conclusion

We can have the following observations from Table
1 and 2:

• In comparison to training on cleaned data, the
uncleaned versions show better results. We
suspect that the information removed while
data cleaning (such as “@”, links, etc) are
significant for predictions.

• We also observe that the retraining method
performs significantly better than the fine-
tuned one.

• BERT, the large version performs better than
the base one, whereas in XLNet, the base ver-
sion has better scores than the large one.

• Finally, the BERT performs better on valida-
tion set while the XLNet has better perfor-
mance on the test set.

Between the given two systems, the XLNet per-
forms the best with results shown in Table 2. The
system performs slightly better than the median
of all submissions made for the task. In the fu-
ture work, one can look for new approach towards

*https://github.com/smlab-niser/2021smm4h
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cleaning of tweets, as traditional way of cleaning
tweets tend to decrease the F1-score (as shown by
our results).

References
Jacob Devlin, Ming-Wei Chang, Kenton Lee, and

Kristina Toutanova. 2018. Bert: Pre-training of deep
bidirectional transformers for language understand-
ing. arXiv preprint arXiv:1810.04805.

Arjun Magge, Ari Klein, Ivan Flores, Ilseyar Al-
imova, Mohammed Ali Al-garadi, Antonio Miranda-
Escalada, Zulfat Miftahutdinov, Eulàlia Farré-
Maduell, Salvador Lima López, Juan M Banda,
Karen O’Connor, Abeed Sarker, Elena Tutubalina,
Martin Krallinger, Davy Weissenbacher, and Gra-
ciela Gonzalez-Hernandez. 2021. Overview of the
sixth social media mining for health applications (#
smm4h) shared tasks at naacl 2021. In Proceedings
of the Sixth Social Media Mining for Health Appli-
cations Workshop & Shared Task.

Thomas Wolf, Lysandre Debut, Victor Sanh, Julien
Chaumond, Clement Delangue, Anthony Moi, Pier-
ric Cistac, Tim Rault, Rémi Louf, Morgan Funtow-
icz, Joe Davison, Sam Shleifer, Patrick von Platen,
Clara Ma, Yacine Jernite, Julien Plu, Canwen Xu,
Teven Le Scao, Sylvain Gugger, Mariama Drame,
Quentin Lhoest, and Alexander M. Rush. 2020.
Transformers: State-of-the-art natural language pro-
cessing. In Proceedings of the 2020 Conference on
Empirical Methods in Natural Language Processing:
System Demonstrations, pages 38–45, Online. Asso-
ciation for Computational Linguistics.

Zhilin Yang, Zihang Dai, Yiming Yang, Jaime Car-
bonell, Ruslan Salakhutdinov, and Quoc V Le.
2019. Xlnet: Generalized autoregressive pretrain-
ing for language understanding. arXiv preprint
arXiv:1906.08237.

104



Proceedings of the Sixth Social Media Mining for Health Workshop 2021, pages 105–107
June 10, 2021. ©2021 Association for Computational Linguistics

1 
 
 

Abstract 

In this paper we present our approach and 
system description on Task 7a in ProfNer-
ST: Identification of profession & 
occupation in Health related Social Media. 
Our main contribution is to show the 
effectiveness of using BETO-Spanish 
BERT for classification tasks in Spanish. In 
our experiments we compared several 
architectures based on transformers with 
others based on classical machine learning 
algorithms. With this approach, we 
achieved an F1-score of 0.92 for the 
positive class in the evaluation process. 

1. Introduction 

The battle against COVID-19 is present in 
practically every country in the world. 
Confinement, curfews and restrictions on the 
movement of personnel and cargo, are part of the 
strategy to stop the transmission of the virus. Some 
workers are at the forefront of the battle against the 
COVID-19 pandemic, and they are more exposed 
to the virus and also more likely to suffer from 
mental health problems because of the stress 
caused by the pandemic. The detection of 
vulnerable occupations is essential to prepare 
preventive measures. In ProfNer-ST: Task 7, Track 
A (Tweet binary classification) (Miranda-Escalada 
et al. 2021) participants must determine whether a 
tweet contains a mention of occupation, or not. 

Despite Spanish being the 4th most spoken 
language, finding resources to train and evaluate 
for Spanish text is not an easy task. We 

hypothesized that automatically translating a text 
from Spanish to English to use and model based on 
this language would not be as good as working 
straight away with a model pre trained with a 
Spanish corpus. The idea behind all our 
experiments was to compare models pre-trained in 
Spanish with models pretrained in English and 
using automatic translations. In this context of 
work we have been heavily using BETO-Spanish 
BERT (Cañete et al. 2020)  , BERT-Multilingual 
(Devlin et al. 2018) and RuPERTa: the Spanish 
RoBERTa (GitHub - mrm8488/RuPERTa-base: 
Spanish RoBERTa), and we compared them with 
the results obtained by BERT (Devlin et al. 2018) 
using the official translation of the given datasets 
in English. 

2. Data Description and preprocessing 

The corpus provided to perform Task 7a 
(classification) is described in (Magge et al. 2021). 
Since tweets have a very specific language, for this 
task we have not performed a very exhaustive data 
preprocessing. The only text processing performed 
was to convert all characters to lowercase. In order 
to carry out different experiments to evaluate the 
performance of our systems, we have used 3 files: 
 Original. The original text of the tweets was 

preserved. 
 URLs_removed. The URLs of the tweets 

were removed. 
 Hashtags_URLs_removed. Both URLs and 

hashtags were removed from the tweets. 
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3. Methods 

Our methodology is based on working directly with 
texts in Spanish and applying multilingual or 
Spanish pre-trained models, instead of translated 
and using pre-trained English models. The system 
consists of fine-tuning a BETO model for 
classification tasks. Before starting to study the 
performance of our systems, we design a baseline 
and use its results as a starting point to improve our 
approaches. We trained a Bidirectional Long-Short 
Term Memory RNN with one dense layer and the 
skipgram uncased Spanish COVID-19 Twitter 
Embeddings (Miranda-Escalada et al. 2021b) for 
the word embedding layer. BERT variants gave 
good results in #SMM4H 2020 (Klein et al. 2020) 
so we decided to focus on them to develop our 
proposal. We have carried out several experiments 
to compare the results of BETO with multilingual 
Bert (mBert) and RuPERTa as well as English 
pretrained BERT (cased and uncased). For all the 
experiments, we used the training and test dataset 
supplied by the organizers. The training dataset 
was split up in two parts to get a validation dataset 
(30%). We used a batch size of 32 instances, and 
we trained with 4 epochs and max length of 256. In 
our experiments with the BERT English pretrained 
model we have used the translation to English 
provided by the organizers. In all experiments with 
uncased models, we have transformed each tweet 
to lowercased. BERT (Bidirectional Encoder 
Representations for Transformers) also offers a 

multilingual model (mBERT) pretrained on 
concatenated Wikipedia data for languages without 
any cross-lingual alignment. BETO (Spanish Pre-
Trained BERT Model and Evaluation Data) is a 
model similar in size to a BERT-Base model with 
12 self-attention layers, 16 attention-heads each 
(Vaswani et al. 2017) and 1024 as hidden size. The 
total size of the corpora gathered was comparable 
with the corpora used in the original BERT. 
RuPERTa-base (uncased) is a RoBERTa model 
trained on an uncased version of big Spanish 
corpus and its architecture is the same as Roberta-
base (Liu et al. 2019). 

4. Experiments and Results 

We fine-tuned mBert, BETO, RuPERTa and BERT 
with the training dataset provided by the organizers 
and we test the model obtained using the test 
dataset described before.  The measure was F1- 
score for the positive class, according to the one 
used for the ranking of the systems in the 
competition. Table 1 shows a summarization of the 
experimental results obtained. BETO obtained the 
best results for all the measures. We fine-tuned 
BETO-cased using all the tweet from the training 
and test datasets with 5 epoch and we made 
predictions on the unseen evaluation examples as 
our first and only submission. We achieved an F1-
score of 0.92 in the evaluation process. 
 

Table 1. Results on test dataset

 

Original Dataset URL_removed Dataset Hashtags_URLs_removed Dataset 

F1-score 
(class 1) 

macro-F1 AUC 
F1-score 
(class 1) 

macro-F1 AUC 
F1-score 
(class 1) 

macro-F1 AUC 

baseline 0.77 0.86 0.830 0.75 0.84 0.816 0.78 0.86 0.844 

mBert -uncased- 0.88 0.92 0.915 0.88 0.92 0.918 0.87 0.92 0.910 

mBert -cased- 0.88 0.92 0.919 0.88 0.92 0.915 0.87 0.91 0.911 

BETO -uncased- 0.91 0.94 0.934 0.90 0.93 0.930 0.89 0.93 0.918 

BETO -cased- 
(our propousal)  

0.91 0.94 0.939 0.90 0.94 0.936 0.89 0.93 0.923 

RuPERTa-spanish 0.75 0.83 0.834 0.76 0.84 0.844 0.76 0.84 0.848 

BERT -uncased- 0.88 0.92 0.915 0.88 0.92 0.919 0.88 0.92 0.909 

BERT -cased- 0.88 0.92 0.916 0.87 0.91 0.904 0.87 0.91 0.904 
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5. Conclusions 

In this paper we present our approach and system 
description on Task 7a in ProfNer-ST: 
Identification of profession & occupation in Health 
related Social Media. The main idea was checking 
the use of models trained with a Spanish corpus. 
Our model was based on fine tuning a pretrained 
model in Spanish: BETO for classification tasks. In 
our experiments we also tested and compared 
several architectures based on transformers with 
others based on classical machine learning 
algorithms. In the future we want to keep testing 
BETO in other contests. With this approach, we 
achieved an F1-score of 0.92 in the evaluation 
process for class "1". In this way, we proved the 
accuracy and usability of pretrained models with a 
Spanish Corpus. 
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Abstract

The paper describes the participation of the
Lasige-BioTM team at sub-tracks A and B of
ProfNER, which was based on: i) a BiLSTM-
CRF model that leverages contextual and clas-
sical word embeddings to recognize and clas-
sify the mentions, and ii) on a rule-based mod-
ule to classify tweets. In the Evaluation phase,
our model achieved a F1-score of 0.917 (0,031
more than the median) in sub-track A and a F1-
score of 0.727 (0,034 less than the median) in
sub-track B.

1 Introduction

The track "ProfNER-ST: Identification of profes-
sions & occupations in Health-related Social Me-
dia" (Miranda-Escalada et al., 2021b) occurred
in the context of the "Social Media Mining
for Health Applications (#SMM4H) Shared Task
2021" (Magge et al., 2021), and included two dif-
ferent sub-tracks that focused on Spanish Twitter
data:

• Track A – Tweet binary classification: to de-
termine if a given tweet has a mention of oc-
cupation or not.

• Track B – Named Entity Recognition (NER)
offset detection and classification: to recog-
nise the span of mentions of occupations and
classify them in the respective category.

This paper describes the participation of the
Lasige-BioTM team in the aforementioned sub-
tracks. We applied 8 different models NER models
(4 supervised models based on BiLSTM-CRF archi-
tecture, 3 rule-based models) to predict entities for
sub-track B and explored the impact of performing
data augmentation in the training set. For sub-track
A, we developed a rule-based model for tweet clas-
sification that was based on the NER output for
sub-track B.

1.1 Related Work

According to Goyal et al. (2018), NER approaches
can be divided in two categories: rule-based and
machine learning-based, being the latter further
subdivided into supervised, semi-supervised, unsu-
pervised; other approaches combine aspects from
the two categories and are thus designated by hy-
brid. The models with an architecture consisting
of a bidirectional Long Short-Term Memory (BiL-
STM) network and a Conditional Random Field
(CRF) decoding layer are among the state-of-the-
art approaches for the NER task. (Huang et al.,
2015). For a comprehensive overview of the ex-
isting NER approaches please refer to Goyal et al.
(2018) and, specifically for the biomedical domain,
to Lamurias and Couto (2019).

2 Methodology

2.1 Corpus description

The ProfNER corpus (Miranda-Escalada et al.,
2020) contains 10,000 health-related tweets in
Spanish that were annotated by linguist experts
with entities relative to professions, employment
statuses, and other work-related activities and in-
cludes four categories: "PROFESION", "SITUA-
CION_LABORAL", "ACTIVIDAD", and "FIGU-
RATIVA". For sub-track A, a given tweet was as-
signed the label "1" if it included at least one entity
belonging to any category, but for sub-track B only
entities belonging to categories "PROFESION" and
"SITUACION_LABORAL" were considered for
evaluation.

2.2 Pre-processing

We performed data augmentation on the training
set of the corpus using the Python library nlpaug
(Ma, 2019). For example, considering the men-
tioned entity "médico" present in the training set,
data augmentation consisted of substituting a ran-
dom character by a keyboard character (i.e. replac-
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ing the character by a neighbour character in the
keyboard in order to simulate a typing error char-
acter, since Twitter data is usually noisy: "médico"
→ "médLco"), by a random distance character
("médico"→ "médicB"), and by a synonym ( i.e.
replacing the character by a synonym in the Span-
ish WordNet: "médico" → "dr."). The output of
this step consisted of three additional training files
besides the original training file, each one associ-
ated with the result of a type of augmentation.

2.3 MER
The first approach was based on MER (Couto and
Lamurias, 2018), a minimal NER tagger that rec-
ognizes entities and the respective span in text ac-
cording to a given lexicon. It is based on the text
processing command-line tools grep and awk,
and on an inverted recognition technique that uses
the words in input text as patterns to match the lex-
icon words. Several lexicons were created and pro-
cessed including: 1) mentions in "PROFESION"
category in training set and its WordNet synonyms,
2) mentions in "PROFESION" category in training
set and its WordNet synonyms, jointly with entities
present in the Occupations gazetteer provided by
the organisation (Asensio et al., 2021), 3) mentions
in "SITUACION_LABORAL" category in training
set and its WordNet synonyms, 4) entities in "AC-
TIVIDAD" category in train set and its WordNet
synonyms, 5) entities in "FIGURATIVA" category
in train set and its WordNet synonyms. The first
model ("MER 1") included the lexicons 1, 3, 4, and
5, the second model ("MER 2") included the lexi-
cons 2, 3, 4, and 5, the third model ("MER 3") was
similar to the first one but the mention "sin" was
filtered out. During Practice phase, we built the lex-
icons from the training set and used the validation
set as the test set. For sub-task A, we developed a
rule-based module to classify each tweet with the
label "1" if at least one mention was recognized in
the respective text, and with label "0" otherwise.

2.4 BiLSTM-CRF
To implement the second approach, we resorted to
the FLAIR framework (Akbik et al., 2019), and
created an object of the class SequenceTagger,
which instantiates a NER model with an architec-
ture consisting of a BiLSTM network and a CRF
decoding layer. LSTM are recurrent neural net-
works (RNNs), which include an input layer x rep-
resenting features at time t, one or more hidden
layers h, and an output layer y, which in the case

of the NER task, represents a probability distribu-
tion over labels or tags at time t. A CRF network
focus on the sentence level and also uses past and
future tags/labels to predict the current one. The
combination of a BiLSTM network with a CRF net-
work has shown performance improvements over
alternative architectures (Huang et al., 2015).

In the NER task, text needs to be tokenized and
vectorized before being inputed to the neural net-
work, which can be done leveraging pre-trained
embeddings. FastText embeddings (Bojanowski
et al., 2017) are an improvement over classic word
embeddings, more concretely the skipgram model,
by capturing sub-word information. FLAIR em-
beddings (Akbik et al., 2018) are contextual string
embeddings that capture syntactic-semantic word
features. We have explored the integration of dif-
ferent types of embeddings in the BiLSTM-CRF
model through the StackedEmbeddings class:

• “Base” : FLAIR embeddings ("es-forward"
and "es-backward") trained on Spanish
Wikipedia (Akbik et al., 2018) + Spanish Fast-
Text embeddings

• “Twitter” : FastText Spanish COVID-19 Twit-
ter Embeddings, provided by the organization
(Miranda-Escalada et al., 2021a) (uncased ver-
sion of the cbow model).

• “Medium” : FLAIR embeddings ("es-
forward" and "es-backward") + Spanish Fast-
Text embeddings + FastText Spanish COVID-
19 Twitter Embeddings

For the sub-track A, we applied a similar rule-
based module as described in Section 2.3. If a
model recognizes at least one entity in a given tweet
in the context of sub-track B, the module assigns
the label "1" to the respective tweet. If no entity is
recognized in a given tweet, this receives the label
"0". All the tweet IDs and respective label are then
outputted in the predictions file for sub-track A.

2.4.1 Training
During Practice phase, we trained the models
"Base" and "Twitter" on the original training file
("Base" and "Twitter"), and additionally, on the
three files that resulted from the data augmenta-
tion step ("Base-aug" and "Twitter-aug"). During
Evaluation phase, we merged the training and vali-
dation annotations, resulting in a file composed by
14,674 sentences for training and 1,630 sentences
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for validation. The training parameters were set
to: hidden size = 256, Mini batch size
= 32, Max epochs = 55, Patience = 3.

3 Results and discussion

3.1 Practice phase

The performance of the referred models in the vali-
dation set for sub-tracks A and B are available in
Table 1. The "Base" model trained on the origi-
nal training file achieved the best performance in
sub-tracks A and B: F1-scores (strict) of 0.908 and
0.716, respectively. Consequently, we selected this
model for further training and application in the
test set. The models trained on files resulting from
data augmentation achieved lower performances
compared with the respective versions trained ex-
clusively on the original training file.

3.2 Evaluation phase

The results achieved by our model in the Evalu-
ation phase and the median results for all com-
peting teams are shown in Table 2. In sub-track
A, our model achieved a F1-score of 0.917 (0.031
more than the median) and in sub-track our model
achieved a F1-score of 0.727 (0.034 less than the
median).

3.3 Error analysis

The model "Base", that uses contextual embed-
dings trained on a general corpora, obtained higher
performance when comparing to the model "Twit-
ter", although this latter model uses Twitter-specific
embeddings, more concretely, FastText embed-
dings that were trained on Twitter data. For in-
stance, consider the following tweet of the valida-
tion set: "Ya que están sesionando la importante
pero NO prioritaria #LeyDeAmnistia,será que tam-
bién vean la cuestión de #Economia y #Salud-
ParaTodos? Digo!Recuerden que su prioridad
somos los millones que estamos indefensos ante
el #COVID-19 y sin trabajo @MorenaSenadores
#LeyDeAmnistiaNo https://t.co/DCiuqiBjEs". The
model "Twitter" recognizes the mention "@More-
naSenadores" and assigns the "PROFESION" cate-
gory to it, whereas the model "Base" does not rec-
ognize any mention, since is been able to assume in
this context that the mention do not correspond to a
profession, but instead to a Twitter handle. There is
a mention with the string "senadores" classified as
"PROFESION" in a tweet of the training set, which
maybe leads the model "Twitter" to assume that the

words "@MorenaSenadores" must also correspond
to a mention, since the string is similar.

4 Conclusion

During the Practice Phase, we explored different
approaches to participate in sub-tracks A e B of
ProfNER: data augmentation on training set, and
application of MER and a BiLSTM-CRF model for
NER and further tweet classification. For the Eval-
uation phase we applied the BiLSTM-CRF model
on the test set of ProfNER corpus and achieved F1-
scores of 0.917 (0,031 more than the median) and
in sub-track our model achieved a F1-score of 0.727
(0,034 less than the median). The code to run the
experiments is available in our GitHub page1. For
future work, we intend to perform hyper-parameter
optimisation for the BiLSTM-CRF model, such as
learning rate, hidden size, and specially the number
of training epochs, since we had limited available
time to perform the training of the model. We will
also explore the use of different contextualised em-
beddings, since the models using this type of em-
beddings seem to achieve better performance com-
pared to those using classical word embeddings.
Besides, to improve tweet classification we will
explore the application of Named Entity Linking
tools (Lamurias et al., 2019) to link the recognized
entities in sub-track B to structured vocabularies
that contain hierarchical relationships between con-
cepts, such as MeSH or DBpedia. This way, it will
be possible to know the ancestors for a given entity,
which will provide the context to effectively deter-
mine if the entity is associated with an occupation
or not.
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Sub-track 7A
Model P R F1
MER 1 0.621 0.767 0.687
MER 2 0.498 0.839 0.625
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Twitter 0.895 0.874 0.884
Twitter-aug 0.786 0.904 0.841
Medium-aug 0.780 0.887 0.830

Sub-track 7B
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0.705 0.616 0.657 0.826 0.721 0.770
0.721 0.616 0.664 0.856 0.730 0.788
0.597 0.611 0.604 0.737 0.755 0.746
0.618 0.601 0.609 0.753 0.733 0.743

Table 1: Practice results for sub-track 7A (left) and sub-track 7B (right). P, R, and F1 refer to precision, recall, and
F1-score (strict), respectively and Rel-P, Rel-R, and Rel-F1 refer to relaxed precision, relaxed recall, and relaxed
F1-score, respectively

Sub-track 7A
Model P R F1
Lasige-BioTM 0.951 0.886 0.917
Median 0.919 0.855 0.886

Sub-track 7B
P R F1

0.814 0.657 0.727
0.842 0.727 0.761

Table 2: Evaluation phase results for sub-tracks 7A and 7B. P, R, F1 refer to precision, recall, and F1-score (strict),
respectively.
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Abstract

In this paper, we describe our system entry
for Shared Task 8 at SMM4H-2021 , which
is on automatic classification of self-reported
breast cancer posts on Twitter. In our system,
we use a transformer-based language model
fine-tuning approach to automatically iden-
tify tweets in the self-reports category. Fur-
thermore, we involve a Gradient-based Ad-
versarial fine-tuning to improve the overall
model’s robustness. Our system achieved an
F1-score of 0.8625 on the development set
and 0.8501 on the test set in Shared Task-8 of
SMM4H-2021.

1 Introduction

With increased cases of discontinuation of Breast
Cancer Treatment, which often leads to cancer re-
currence, there is a need to explore complemen-
tary sources of information for patient-centered-
outcomes(PCOs) associated with breast cancer
treatments. Social media is a promising resource
but extracting true PCOs from it first requires the
accurate detection of self-reported breast cancer
patients. (Al-Garadi et al., 2020) presented an
NLP architecture along with a dataset for auto-
matically categorising self-reported breast cancer
posts. Their dataset was released as Shared Task-8
in SMM4H 2021.

In this paper, we describe our system to automat-
ically distinguish self-reports of breast cancer from
non-relevant tweets, which we used in the final sub-
mission for the Shared Task-8 of SMM4H-2021
(our best submission).

2 Methodology

2.1 Task and Dataset Overview
The task 8 of SMM4H consists of automatic classi-
fication of tweets into self-reports of breast cancer
or non-relevant categories. The dataset comprises

∗* Equal Contribution

tweets, each associated with a label. The label
indicates whether the corresponding tweet is a self-
report of breast cancer or not (1 for yes, 0 for no).
The training set is an unbalanced dataset of 3815 la-
belled tweets, around 26% of which are self-reports
of breast cancer. The test set comprises 1204 un-
labelled tweets, and our objective is to categorise
them as self-reports or non-relevant posts.

2.2 Data Preprocessing

Before feeding into the model for training, we
remove the tweet ID, username, URLs and all
Non-ASCII characters associated with each tweet.
Furthermore, we replaced emoticons from tweets
using Ekhprasis Package (Baziotis et al., 2017),
with their respective dict labels present in ekphra-
sis.dicts.emoticons.

2.3 Our Proposed Approach

Fig 1 illustrates our proposed approach used for
final submission in the Shared Task at SMM4H. It
is an amalgamation of two approaches: Domain-
Specific Pre-trained model fine-tuning for bi-
nary classification and Adversarial fine-tuning for
model’s robustness. Below, we define each module
in detail.

Domain Specific Pre-Trained Model Fine-
tuning: In order to classify tweets as self-reports or
not, we try to leverage the information from large
pre-trained models like BERT. We further try to im-
prove the performance by using models pre-trained
on Medical Dataset to leverage domain-specific in-
formation. We performed our experiments with
BERT and BlueBERT (Peng et al., 2019) models
from huggingface(Wolf et al., 2019) library. While
fine-tuning, we use the output from the first token
of the transformer model as contextualized embed-
ding, which is then fed into a single feed-forward
classifier layer, trained using Binary Cross-entropy
Loss which can be mathematically formulated as:
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L(ŷ, y) = −
c∑

j=1

yjlogŷj + (1− yj)log(1− ŷj)

where, c is the total number of training examples

Gradient-based Adversarial Fine-tuning:
Though fine-tuned Language Models perform
well on downstream tasks like Text-classification,
these models are often vulnerable to Adversarial
attack (Li et al., 2020). Adversarial Fine-tuning
(Goodfellow et al., 2015) has proved very efficient
in improved generalization by Neural Network
based models in Computer Vision Tasks.(Vernikos
et al., 2020) and (Chen et al., 2021) showcase a
gradient-based adversarial fine-tuning approach
in the text-domain. In our system, we employ a
similar technique to improve the robustness of
our model. The key idea is to modify the training
objective by applying small gradient-based pertur-
bations to input text that maximize the adversarial
loss. These perturbations (r1, r2, ... in Fig 1)
can be easily computed using backpropagation in
neural networks. The loss function we used in
adversarial fine-tuning can be formulated as:

L = −log p(y|x+ radv)

where

radv = −ε g

||g|| where g = ∇xlog(y|x; θ)

Figure 1: System Architecture

3 Result and Discussion

Table 1 shows the performance of different pre-
trained models and approaches on Development

Model Dev F1 score
BERT base + FT 0.7826

BlueBERT base + FT 0.8025
BERT Large + FT** 0.8496

BlueBERT Large + FT 0.8205
BERT base + FT 0.8152

BlueBERT base + AFT 0.8289
BERT Large + AFT 0.8289

BlueBERT Large + AFT** 0.86250

Table 1: F1 score for Self Report Labelling on Develop-
ment set (ε=1). FT: Fine-tuning and AFT: Adversarial
Fine-tuning .Our final submission entries for Task 8 at
SMM4H Shared Task is marked with **.

Model F1 P R
BERT+FT 0.8475 0.8754 0.8214
BlueBERT+AFT 0.8508 0.8901 0.8149

Table 2: Result on Hold-on test dataset on submission
entries in SMM4H Shared Task-8. F1: F1 Score, P:
Precision, R: Recall. Also, note both these submis-
sions are with Large models, i.e. BERT-Large and
BlueBERT Large models

Dataset, used in our experiment. As it is clear from
Table 1, Blue BERT (Peng et al., 2019) fine-tuned
using the Gradient-Based Adversarial Fine-tuning
approach, outperforms other approaches and mod-
els on the development set. The results also sug-
gest that adversarial fine-tuning, instead of normal
fine-tuning, improves the performance of models,
except for the BERT Large model. Two other im-
portant aspects to note are: improvement in the per-
formance on using large models against the base
models (which is expected given the increased num-
ber of parameters and model size) and the useful-
ness of Domain-specific Pre-trained model with
Adversarial Fine-tuning. Table 2 shows the per-
formance of our system entries in Shared Task - 8
on hold-on Test Dataset, which we selected after
taking into consideration the above analysis.

4 Conclusion

In this paper, we described our approach of Adver-
sarial fine-tuning on Domain-Specific Pre-Trained
Model for classification of tweets as self-reports
or not, which we used in our best submission at
SMM4H-2021, Shared Task 8. Our ablation study
demonstrates the usefulness of adversarial fine-
tuning in improving the robustness of the model.
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Abstract
This paper describes the participation of the
UoB-NLP team in the ProfNER-ST shared
subtask 7a. The task was aimed at detect-
ing the mention of professions in social me-
dia text. Our team experimented with two
methods of improving the performance of pre-
trained models: Specifically, we experimented
with data augmentation through translation
and the merging of multiple language inputs to
meet the objective of the task. While the best
performing model on the test data consisted
of mBERT fine-tuned on augmented data us-
ing back-translation, the improvement is mi-
nor possibly because multi-lingual pre-trained
models such as mBERT already have access to
the kind of information provided through back-
translation and bilingual data.

1 Introduction and Motivation

The increase of user-generated content online
has allowed researchers to extract information
for studies on a variety of subjects, namely
tracking infectious diseases and promoting pub-
lic health (Wakamiya et al., 2018; Fine et al.,
2020). Consequently the emergence of COVID-
19 has resulted in a rapid increase of information
related to the virus on social media platforms (Zhao
et al., 2020). ProfNER, a task under Social Media
Mining for Health Applications (SMM4H) work-
shop (Magge et al., 2021), requires the identifi-
cation of occupations that might be particularly
affected, either mentally or physically, by the ex-
posure to COVID-19. The task organisers give
participants tweets in Spanish and English. The
English tweets were translated by means of a ma-
chine translation system. Of the tweets provided,
24% contain a mention of an occupation (Miranda-
Escalada et al., 2021).

Classifiers are dependent on the size and qual-
ity of the training data (Wei and Zou, 2020), and

are sensitive to class imbalance. We hypothesise
that increasing the number of examples in the posi-
tive class using data augmentation techniques will
successfully increase the performance of trained
models. This work describes the training of four
classifiers using pre-trained BERT models to detect
the mention of occupations in tweets. In addition
to training two baseline models, BERT-Base and
mBERT, we train one model on augmented textual
data, mBERT-Aug, and another model on bilingual
data. We compare these models to each other and
to fine-tuned pre-trained BERT models, described
in Section 3.2. The small increase in F1 scores over
the baselines, which is inconsistent across our val-
idation and test experiments leads us to conclude
that back-translation and bilingual data input are
ineffective as methods of addressing class imbal-
ance in pre-trained models, especially multi-lingual
models (See Section 4). Our models were trained
using the data provided by the task organisers for
subtask 7a. Results are discussed in Section 4.

2 Related Work

Augmenting textual data is challenging because it
can introduce label noise and must be done before
training a model (Shleifer, 2019). Among tech-
niques developed for text augmentation is synonym
replacement, random insertion, swap and deletion,
as presented by Wei and Zou (2020). Shleifer
(2019) uses back-translation, to translate the data
in a second language and then back to the source
language. They train their model on a binary clas-
sification task in a setting where low amounts of
labelled data are available. Work continues to be
done in back-translation for classification, as there
is little research otherwise (Shleifer, 2019). In this
work, we use back-translation as a tool for aug-
menting the text data for the positive class. This
work contributes to the field of generating synthetic
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data for text classification. Others have tried to add
features to models to increase performance (Whang
and Vosoughi, 2020; Lu et al., 2020), we attempt
to bring together representations in different lan-
guages so as to maximise the information available
to the models.

3 System Overview and Experimental
Set-Up

This section describes our experimental design.
The code, models, and hyper-parameters are avail-
able on our team’s GitHub repository for the task 1.

3.1 Preprocessing

Punctuation, hashtags, twitter handles, emojis and
URL’s were all removed from the English and Span-
ish tweets. Tweets were tokenised using the Hug-
ging Face Transformers library (Wolf et al., 2020).

3.2 Model Architecture

We trained four classifiers: mBERT-base, BERT-
base, mBERT-Aug, and bilingual models. We
utilised pre-trained mBERT-base and BERT-base
to conduct our experiments (Devlin et al., 2019)
using both the Spanish and English training data.

Our team fine-tuned mBERT and BERT-base to
use as a baseline for our experiments. We fine-
tuned both models with the 6,000 train tweets pro-
vided by the task organisers; mBERT was trained
on Spanish tweets and BERT-base on English
tweets. Our augmented data model is mBERT-Aug,
which we trained on 6,000 Spanish tweets, and an
additional 1,393 back-translated tweets. The addi-
tional tweets consist of the English data belonging
to the positive class, which were translated back
into Spanish using Google Translate API. We also
train a bilingual model, by concatenating the out-
put of the two transformer models. We trained this
model on both the Spanish and English tweets.

4 Results and Discussion

The bilingual model obtains the best results on
the validation data, while mBERT-Aug is the best
scoring model on the test data, with a F-1 score of
0.83. Table 1 and Table 2 summarise the results.

We perform experiments after the evaluation pe-
riod to obtain results on the test data for BERT-base
and the bilingual model. We do this to compare
the results of all models on the test data. We find

1https://github.com/francesita/
ProfnerTask7a

Model Precision Recall F-1
mBERT 0.8407 0.9347 0.89
BERT-Base 0.8763 0.8875 0.88
mBert-Aug 0.8826 0.8734 0.88
bilingual 0.8847 0.9194 0.90

Table 1: ProfNER Task 7a Validation Results

Model Precision Recall F-1
mBERT 0.9538 0.7127 0.82
BERT-Base 0.6620 0.1015 0.18
mBert-Aug 0.9171 0.7646 0.83
bilingual 0.9579 0.6393 0.77

Table 2: ProfNER Task 7a Test Results

that neither the addition of augmented data, nor
combining representations in different languages
significantly improves the results, with the bilin-
gual model performing better on the validation data,
and the mBERT-Aug performing better on the test
data. We believe that a reason the BERT-base and
bilingual models have lower scores on the test data
is due to the quality of the machine translation sys-
tem that we used whereas the validation data was
provided by the task organisers. For example, Ul-
tima Hora in Spanish was translated as last minute,
when it should have been translated as breaking
news in the context it was used in. Another exam-
ple is consellera which translates to advisor was
not translated at all in some tweets. While these
methods of data augmentation provide a small im-
provement, fine-tuned pre-trained BERT models
are quite robust. Training on parallel corpora gave
these models everything that could be extracted
through back-translation and bilingual data.

5 Conclusion

Our work presents experiments with pre-trained
transformer based models to perform binary classi-
fication on an imbalanced dataset. We hypothesised
that the use of data augmentation and parallel in-
puts in multiple languages will provide a method of
addressing class imbalance (Section 1). However,
our experiments showed that neither of these meth-
ods are particularly powerful in this regard (Section
4). In the future, we will continue to experiment
with other techniques to handle imbalanced classes,
such as one-class classification and reinforcement
learning-based networks to generate text.
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Abstract

Non-availability of well annotated and bal-
anced datasets is considered as one of the ma-
jor hurdles in analysing and extracting mean-
ingful information from health-related tweets.
Herein, we present transformer based deep
learning binary classifiers for distinguishing
the health related tweets for the three shared
tasks 1a, 4 and 8 of the 6th edition of SMM4H
Workshop. We evaluate the different trans-
former based models viz. RoBERTa (for Task
1a & 4) and BioBERT (for Task 8), along
with various dataset balancing techniques. We
implement augmentation and sampling tech-
niques so as to improve performance on the
imbalanced datasets.

1 Introduction

Twitter has gained a huge popularity among all
the social media platforms, especially to share and
discuss information related to various aspects of
life, including health-related problems. Analysing
these health related Tweets and extracting the mean-
ingful information from them is an important task
for offering better health related services. With
the advancements in sequential deep models, Nat-
ural Language Processing (NLP) and underlying
processes got benefited from it and effective au-
tomation is introduced for the various NLP pro-
cesses to a great extent. Healthcare research com-
munity has developed a keen interest in processing
these health related information efficiently using
advancements of deep learning. The Sixth Social
Media Mining for Health Applications (SMM4H)
shared tasks focus on addressing such classic health
related problems applied to Twitter micro-corpus
(tweets) (Magge et al., 2021).

Our team participated in three different shared
binary classification tasks viz. Task 1a, Task 4, and
Task 8. Task 1a focuses on distinguishing tweets
mentioning adverse drug effects (ADE) from other
tweets (NoADE). (O’Connor et al., 2014) focused

on the identification of tweets mentioning drugs
having potential signals for ADEs. Task 4 focuses
on distinguishing tweets mentioning adverse poten-
tial outcomes (APO) from other tweets (NoAPO).
Task 8 focuses on segregating the tweets containing
self-reports (S) of breast cancer from other tweets
(NR). The datasets provided for the shared tasks 1a
and 8 are highly imbalanced. However, dataset for
the shared Task 4 is comparative balanced. Table
1 illustrates the underlying datasets characteristics
for the three shred tasks.

Due to the scarcity of users tweeting on health
topics, most of the datasets on these topics are
highly imbalanced in nature. (Mujtaba et al.,
2019) gives a broad overview on the various
balancing techniques applied on various medical
datasets. (Ebenuwa et al., 2019) demonstrates
the effect of strategies such as oversampling and
cost-sensitivity on various health-related datasets.
(Amin-Nejad et al., 2020; Tayyar Madabushi et al.,
2019) presents extension of this work on cost-
sensitivity to allow models such as BioBERT and
BERT to generalize well on imbalanced datasets.
(Liu et al., 2019; Akkaradamrongrat et al., 2019;
Padurariu and Breaban, 2019) also present strate-
gies such as text generation techniques, embedded
feature extraction methods to generalize the classi-
fier on an imbalanced dataset.

We propose transformer based classification
models for the binary classification for all the afore-
mentioned tasks. We especially address the class
imbalance in the datasets, for Task 1a and Task
8. We experiment with techniques such as under-
sampling, oversampling, and data augmentation
to address the datasets imbalance for these tasks.
The rest of the paper is organized as follows. Sec-
tion 2 covers the underlying datasets for the three
shared tasks, their characteristics, preprocessing
details, and sampling techniques to address the in-
herent imbalance in the dataset. Section 3 presents
the classification models for the shared tasks. Re-
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Table 1: Dataset characteristics for the shared tasks.

Task Label # Sample Instance

Task1a
ADE 1300

ooh me too! rt @xyle50ul: #schizophrenia #seroquel did not suit me at
all. had severe tremors and weight gain..

NoADE 17000
I need Temazepam and alprazolam.... Is there any doctor can prescribe

for me?? :/

Task 4
APO 2922

The LAST thing you wanna do is call my son "slow" or say he’s
"different than everyone else" because he’s a preemie.. Fuck off.

NoAPO 3565
I don’t usually use the term "rainbow baby" myself but I think it’s

incredibly brave when people share these... https://t.co/jjktHOewDz

Task 8
S 975

@arizonadelight i’m a breast cancer survivor myself so i understand the
scare.

NR 2840
All done, we done for raising awareness, I have a good friend battling

this at the moment #breastcancer.

sults and discussions are sketched in the Section 4.
Section 5 conclude the paper and presents future
research directions.

2 Dataset: Sampling Techniques and
Preprocessing

The datasets for the shared tasks were collected
in the form of English tweets. The datasets were
well annotated for each of the shared tasks. We ma-
jorly employ three dataset balancing techniques viz.
undersampling, oversampling, and augmentation.

2.1 Sampling Techniques

Under-sampling is performed to balance the data by
reducing the instances of the excessive class nearly
equal to the rare class. Over-sampling is the ap-
proach to duplicate the rare class instances, thus in-
creasing the number of samples of rare class to that
of the excess class in the dataset. We achieved this
either by addition of tweets of rare class with repe-
tition or using Synthetic Minority Over-Sampling
technique ( SMOTE) (Bowyer et al., 2011). Perfor-
mance of these sampling techniques for different
ratios of rare to excess class for the dataset of Task
1a on applying RoBERTa model are presented in
Figure 1. For our experiments, rare class is ADE
/ APO / S and excess class is NoADE / NoAPO /
NR for three datasets corresponding to three shared
tasks.

2.2 Data Augmentation

Data-Augmentation using the nlpaug library (Ma,
2019) is undertaken to balance the datasets. Syn-
thetic data of the rare class is added by generating
tweets with different spellings, synonyms, word-

embedding, contextual word-embedding of words
in-order to have artificial tweets look as natural as
real tweets. Data Augmentation is different from
Oversampling in the sense that data augmentation
adds variations in input text whereas oversampling
is not able to change the features of the text.

Figure 1: Sampling performance using RoBERTa
model for Task 1a.

2.3 Pre-processing

Before feeding the dataset to a text classification
model, we cleaned and preprocessed the tweets in
each of the datasets. For each tweet in the dataset,
we normalized usernames and keywords into re-
served keywords1. We also de-emojized the tweets
using the emoji package2 to replace the emojis with
relevant tags. Lastly, we expanded contractions3

1https://github.com/avian2/unidecode
2https://github.com/carpedm20/emoji
3https://github.com/kootenpv/contractions
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Table 2: Datasets Characteristics for each of the three tasks.

Task 1a Task 4 Task 8
Corpus ADE NoADE # NoAPO APO # NR S #
Train Set 1235 16150 17385 3030 2484 5514 2615 898 3513
Valid Set 65 850 915 535 438 973 225 77 302
Test Set NA NA 10000 NA NA 10000 NA NA 1204

and lower-cased the text to present the data in a
much cleaner format.

3 System Description And Model

We employ transformer based models and their ar-
chitectural variants for all the shared tasks, along
with dataset balancing techniques described in the
previous section. For all the tasks, the experi-
ments have been performed using the scikit-learn,
Tensorflow4, PyTorch 5 and Flair (Akbik et al.,
2019) frameworks. Table 2 describes the three
datasets and their distribution in train, test, and
validation sets for training and evaluation of trans-
former based sequence models.

Figure 2: Proposed model architecture.

3.1 Classification Model

We mainly experimented with various tranformer
languages models such as BERT (Devlin et al.,
2018), DistilBert (Sanh et al., 2019), XLNET
(Yang et al., 2019), and RoBERTa (Liu et al., 2019).
In addition to these routine transformer models, we
also experimented on health related architectural
variants such as BioBERT (Lee et al., 2019), BERT-
Epi (Müller et al., 2020) and BERTweet (Nguyen
et al., 2020). Table 3 presents the sample results

4https://www.tensorflow.org/
5https://pytorch.org/

of all these models for shared task 4. In the subse-
quent section, we demonstrated the results for the
best preforming transformer models for each of the
shared tasks. Furthermore, we penalized the loss of
the rare class with a loss weight two times the orig-
inal loss weight. We kept the loss weight for the
excess class as it is. We experimented each of the
models on four different versions of the underly-
ing dataset: Original, Undersampled, Oversampled
and Augmented. The architecture of our proposed
system is illustrated in Figure 2.

Table 3: Comparative results of various transformer
based models for the shared task 4.

Architecture xLR
(×10−6)

F1 Prec Recall

BERT 10 0.872 0.843 0.902
BERTweet 10 0.899 0.896 0.906
DistilBERT 50 0.835 0.839 0.831
RoBERTa 6 0.924 0.897 0.952
XLNET 5 0.903 0.922 0.886

BioBERT 5 0.874 0.859 0.890

3.2 Hyperparamter Tuning

All the experiments have been performed on Flair
Framework. We tried various ensemble of mod-
els – where, there were three models in each en-
semble – but, this didn’t draw good results on the
validation set, thus, we choose the final model as
a single transformer language model. Ensembling
didn’t work well as majority of the incorrectly pre-
dicted samples were predicted incorrectly by most
of the models in the ensemble. For Task 1 and
Task 4, we choose the final transformer model as
RoBERTa, and for Task 8 we made use of a health
related model trained on COVID19 related tweets
– BioBERT. We experimented with various hyper-
paramter settings such as learning rate, learning
rate decay, early stopping, varying batch size, and
number of epochs. Based on the various experi-
ments, we settled that the learning rate in the range
of 0.000006 - 0.00001, batch size of 8, patience of 2
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and 3 epochs of training gave the best performance
on the models. The performance was measured
across standard metrics such as precision and re-
call, with the final determining metric being the
harmonic mean of precision and recall (F1-score)
for the rare classes.

4 Results & Discussions

All the experiments were performed on an Intel
core i5 CPU @2.50GHz, 8GB RAM machine hav-
ing 4 logical cores. The task wise results can be
presented as follows:

4.1 Task 1a: Adverse Drug Effect Mentions.
Table 4: Task 1a using RoBERTa (Learning Rate = 1×
10−5, Epochs = 3).

Validation set
Dataset F1 Precision Recall
Undersampled 0.5048 0.5561 0.4623
Oversampled 0.4361 0.4186 0.4553
Original 0.8136 0.9057 0.7385
Augmented 0.8433 0.8209 0.8572

Test set
Dataset F1 Precision Recall
Original 0.3 0.473 0.217
Augmented 0.4 0.405 0.401
Median 0.44 0.505 0.409
As we know, Task 1 is a highly imbalanced

dataset with the ratio of ADE to NoADE tweets be-
ing about 1:13. Table 4 presents the metrics on the
validation as well as test data for Task 1a. As it can
be observed, RoBERTa shows the best performance
on Augmented Dataset. Undersampling results in
underfitting the training model whereas oversam-
pling results in model overfitting. The probable rea-
son behind this is the sparse ADE samples present
in the dataset for the shared Task 1a. In contrast,
data augmentation results in increasing variations
in the training dataset, thus, we are able to general-
ize well as compared to the original dataset.

4.2 Task 4: Self-reporting Adverse
Pregnancy Outcome.

Similar to Section 4.1, RoBERTa model shows
the best performance on the validation set for the
shared Task 4 also, represented using Table 5. As
Task 4 dataset was comparatively balanced, there
was little motivation for using sampling techniques
on the dataset. Surprisingly, augmenting the data
couldn’t draw better F1 score.

4.3 Task 8: Breast Cancer Self-reports.
Task 8 is also an imbalanced dataset with the ra-
tio of Self-Reports to Non-Relevant Tweets being
about 1:3. Thus, similar to Section 4.1, we experi-
ment with all the four variations of the dataset. The
metrics on the validation and test data are presented
in Table 6. It can be seen that the model with the
best performance is on the augmented dataset. As
the imbalance in Task 8 was significantly lower
than that in Task 1, we observe better results for
this task.

Table 5: Task 4 using RoBERTa (Learning Rate = 6 ×
10−6, Epochs = 5).

Validation set
Dataset F1 Precision Recall
Original 0.9437 0.9251 0.9631
Augmented 0.9279 0.9028 0.9543

Test set
Dataset F1 Precision Recall
Original 0.93 0.9149 0.9412
Augmented 0.92 0.8919 0.948
Median 0.925 0.9183 0.9234

Table 6: Task 8 using BioBERT (Learning Rate = 5 ×
10−6, Epochs = 10).

Validation set
Dataset F1 Precision Recall
Undersampled 0.8182 0.7273 0.9351
Oversampled 0.828 0.8125 0.8442
Original 0.8707 0.9143 0.8313
Augmented 0.8947 0.9067 0.8831

Test set
Dataset F1 Precision Recall
Original 0.83 0.8441 0.8216
Augmented 0.84 0.8706 0.8084
Median 0.85 0.8701 0.8377

5 Conclusions

We proposed a text classification pipeline while
also making an attempt to handle dataset imbal-
ance corresponding to three different shared tasks
in SMM4H’21 (Magge et al., 2021). We conclude
that data augmentation gives best performance on
highly imbalanced datasets. Moreover, augmenta-
tion provides better results in case of comparatively
balanced datasets. As part of future work, addi-
tional experiments are planned to further analyze
strategies to improve the performance of the model
on the dataset.
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1 Introduction

Since the outbreak of coronavirus at the end of
2019, there have been numerous studies on coro-
navirus in the NLP arena. Meanwhile, Twitter
has been a valuable source of news and a pub-
lic medium for the conveyance of information
and personal expression. This paper describes
the system developed by the Ochadai team
for the Social Media Mining for Health Appli-
cations (SMM4H) 2021 Task 5, which aims
to automatically distinguish English tweets
that self-report potential cases of COVID-19
from those that do not. We proposed a model
ensemble that leverages pre-trained represen-
tations from COVID-Twitter-BERT (Müller
et al., 2020), RoBERTa (Liu et al., 2019), and
Twitter-RoBERTa (Glazkova et al., 2021). Our
model obtained F1-scores of 76% on the test
set in the evaluation phase, and 77.5% in the
post-evaluation phase.

2 System Overview

In this section, we overview the pre-processing
steps, pre-trained language models and training
prodedure used by our system.

2.1 Text pre-processing

We follow (Müller et al., 2020) for pre-
processing the dataset. First, we lowercase
the text. Then, we replace user tags (e.g.
@ScottGottliebMD) with the token “@USER”,
and replace urls with the token ”URL”. All
unicode emoticons are replaced with textual
ASCII representations (e.g. dog for ) using
the Python emoji library 1. We also remove
the unicode symbols (e.g. & for &amp;), con-
trol characters and accented characters (e.g.
shyapu for shyápu).

1https://pypi.org/project/emoji/

2.2 Pre-trained Models

We mainly experimented with three
transformer-based pre-trained language
models as follows:

COVID-Twitter-BERT (CT-BERT)
(Müller et al., 2020): This is a BERTLARGE
model trained on a large corpus of Twitter
messages on the topic of COVID-19, collected
during the period from January 12 to April 16,
2020.

RoBERTaLARGE (Liu et al., 2019): We
use the RoBERTaLARGE models released
by the authors. Similar to BERTLARGE,
RoBERTaLARGE consists of 24 transformer lay-
ers, 16 self-attention heads per layer, and a
hidden size of 1024.

Twitter-RoBERTa (Glazkova et al., 2021):
This is a RoBERTaBASE model pre-trained on
a large corpus of English tweets. This corpus
includes tweets from 2020, possibly covering
the COVID-19 topic as well.

2.3 Training Procedure

We fine-tuned each pre-trained language model
on the training set with 5-fold cross-validation.
We ran each model using three different ran-
dom seeds, and selected the best performing
model on the validation set or averaged the
prediction probabilities obtained after softmax.
Then, we further combined the outputs of the
models generated by each fold by again taking
an average of the prediction probabilities ob-
tained after softmax. We also experimented on
max-voting on the predicted labels.

We further experimented on ensembling
CT-BERT, RoBERTa-large, and Twitter-
RoBERTa.
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Ensemble Method F1-ScoreIndex Training Models Ensemble Cross Validation average probability max voting Validation Test
1 Covid-Twitter-BERT 78.00
2 Covid-Twitter-BERT " " 78.40
3 Covid-Twitter-BERT ☀ ☀ " 92.00
4 Covid-Twitter-BERT ☀ ☀ ☀ " " 79.00
5 Twitter-RoBERTa-base 86.00
6 Twitter-RoBERTa-base " " 92.00
7 Twitter-RoBERTa-base " " 93.00
9 RoBERTa-large 83.00
10 RoBERTa-large " " 92.00
11 RoBERTa-large " " 93.00
12 Twitter-RoBERTa-base+Covid-Twitter-BERT+RoBERTa-large ☀ ☀ " 94.00
13 Twitter-RoBERTa-base+Covid-Twitter-BERT+RoBERTa-large ☀ ☀ " " 77.00
14 Ensemble 1* ◯ " 97.00 76.00
15 Ensemble 2 ‡ ◯ " 93.00 77.50
16 Ensemble 3 ‡ ◯ " 93.00 76.67

Table 1: Comparison of different text encoders and different ensemble methods. Best results are high-
lighted in bold. ☀ indicates each model that was used in the Ensemble 1, Ensemble 2, and Ensemble
3 models, respectively indicated in each column by ◯. * indicates the models submitted during the
evaluation phase, and ‡ indicates the models submitted during the post-evaluation phase.

3 Experiments

3.1 Implementation Details
In this work, we used the PyTorch im-
plementation released by huggingface2 of
RoBERTaLARGE, Covid-Twitter-BERT, and
Twitter-RoBERTa. We used AdamW as our
optimizer, with a learning rate in the range∈ {9 × 10−6,1 × 10−5,2 × 10−5} and a batch size∈ {16,32}. The maximum number of epochs
was set to ∈ {5,10}. A linear learning rate de-
cay schedule with warm-up over 0.01 was used.
All the texts were tokenized using wordpieces
and were chopped to spans no longer than 512
tokens.
The performance of the models were mea-

sured in terms of F1-score, and the model with
the highest performance on the validation set
was selected.

3.2 Main Results and Analysis
Our results are shown in Table 1. First, we ob-
serve that performing cross-validation and av-
eraging the results of each fold yields to better
performance on the validation set than max-
voting. For instance, the Covid-Twitter-BERT
could improve the F1-score from 78.00% to
78.40% to 79.00% on the validation set in lines
1,2,4 of the table. The same tendency can be
observed on the F1-score of the validation set
in the Twitter-RoBERTa-base (from 86% to
92% and 93% in lines 5,6,7 of the table) and
RoBERTa-large (from 83% to 92% and 93% in
lines 9,10,11 of the table) models. Moreover,

2https://huggingface.co/models

another observation is that combining the out-
puts of models by taking an average of the
prediction probabilities obtained after softmax
instead of max-voting on the predicted labels
leads to higher performance on the validation
set. For instance, the improved F1-score on
validation set was observed from the table in
the Twitter-RoBERTa-base (from 92% to 93%
in lines 6,7 of the table) and RoBERTa-large
(from 92% to 93% in lines 10,11 of the table)
models.

Finally, ensembling different pre-trained
models leads to better performance on the test
set. For instance, the Covid-Twitter-BERT
model submitted in the evaluation phase ob-
tained an F1-score of 69% which is not referred
in the table, while the Ensemble 1, Ensemble
2, and Ensemble 3 models obtained F1-scores
of 76%, 77.5%, and 76.66%, respectively.

4 Conclusion

We presented the Ochadai system submitted to
the SMM4H-2021 Task 5. We proposed an en-
semble model that leverages pre-trained repre-
sentations from COVID-Twitter-BERT (Müller
et al., 2020), RoBERTa (Liu et al., 2019), and
Twitter-RoBERTa (Glazkova et al., 2021). Our
best performing model obtained an F1-score of
77.5%. In future efforts, we plan to further im-
prove our model by exploring other pre-trained
language models and ensemble techniques.
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Abstract

This paper describes our system developed for
the subtask 1c of the sixth Social Media Min-
ing for Health Applications (SMM4H) shared
task in 2021. The aim of the subtask is to
recognize the adverse drug effect (ADE) men-
tions from tweets and normalize the identified
mentions to their mapping MedDRA preferred
term IDs. Our system is based on a neural
transition-based joint model, which is to per-
form the recognition and normalization simul-
taneously. Our final two submissions outper-
form the average F1 by 1-2%.

1 Introduction

With the popularity of social media such as Twitter,
people often publish messages online in regard to
their health such as the information related to the
adverse drug effects (ADEs). Mining such type of
information from social media is helpful for phar-
macological post-marketing surveillance and moni-
toring. The aim of the sixth Social Media Mining
for Health Applications (SMM4H) shared task in
2021 (Magge et al., 2021) is to mining such invalu-
able health information from social media. We par-
ticipate in the subtask 1c of SMM4H 2021, which
is to recognize the ADE mentions from tweets and
normalize the identified mentions to their mapping
MedDRA 1 preferred term IDs.

2 Task and Data Description

We give the formal definition of the end-to-end
task. Briefly, given a tweet x published by a
user, and a knowledge base (KB, i.e., MedDRA)
which consists of a set of concepts, the goal of
the task is to identify all the ADE mentions M =
{m1,m2, ...,m|M |} in x and to link each of the
identified mention mi to the mapping MedDRA
preferred term ID ei in KB, mi → ei. If there is no

1https://www.meddra.org/

Table 1: Overall statistics of the dataset.

#tweets #mentions #unique concepts
trn 17,375 1,706 317
dev 915 86 57
tst 10,984 - -

mapping concept in KB for mi, then mi → NIL,
where NIL denotes that mi is unlinkable.

Table 1 shows the statistics of the dataset pro-
vided by the organizers. We use the training (trn)
and development (dev) sets to build our system and
submit the predictions on the testing (tst) set.

We use MedDRA v21.1 as the KB, which con-
sists 25,463 unique preferred term IDs.

3 The Approach

Preprocessing. We preprocess all the tweets with
the following steps (Ji et al., 2016): 1) tokenize the
tweets with whitespace and punctuations; 2) lower-
case the tokens; 3) replace the urls with "httpurl";
4) replace the @user with "username"; 5) replace
the escape characters with their original form (e.g.,
&amp;→ &).

We preprocess all the mentions and concepts in
KB with the following steps (Ji et al., 2020): 1)
replace the numerical words to their corresponding
Arabic numerals (e.g., one / first / i / single→ 1);
2) tokenize the mentions and concepts with whites-
pace and punctuations; 3) remove the punctuations;
4) lowercase the tokens.

Neural Transition-based Joint Model. We cast
the end-to-end task as a sequence labeling task and
convert the whole task as an action sequence pre-
diction task. We follow previous studies of apply-
ing Neural Transition-based Model for named en-
tity recognition (NER) (Lample et al., 2016; Wang
et al., 2018) with SHIFT, OUT, REDUCE, SEG-
MENT actions for the recognition purpose and fur-
ther extend the model by adding LINKING actions
for the normalization purpose.
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Table 2: Results on the development set.

Precision Recall F1
Submission 1 0.623 0.545 0.582
Submission 2 0.570 0.557 0.563

Table 3: Results on the test set.

Precision Recall F1
Submission 1 0.331 0.179 0.230
Submission 2 0.317 0.196 0.240
Average 0.231 0.218 0.220

Input Representation We represent each token xi
in a tweet x by concatenating its character-level
word representation, non-contextual word represen-
tation, and contextual word representation:

xi = [vchari ; vwi ;ELMoi] (1)

where vchari denotes its character-level word repre-
sentation learned by using a CNN network (Ma and
Hovy, 2016), vwi denotes its non-contextual word
representation initialized with Glove (Pennington
et al., 2014) embeddings, which is pre-trained on
a large-scale Twitter corpus of two billion tweets,
and ELMoi denotes its contextual word represen-
tation initialized with ELMo (Peters et al., 2018).

Search and Training For efficient decoding, a
widely-used greedy search algorithm (Lample et al.,
2016; Wang et al., 2018) is adopted to minimize the
negative log-likelihood of the local action classifier,
i.e., to minimize the cross-entropy loss between the
output distribution with the gold-standard distribu-
tion:

L(θ) = −
∑

t

log p(at|rt) (2)

where θ denotes all the parameters in this model.

4 Results and Conclusions

We submit the following two results with two dif-
ferent strategies:

• Submission 1: single model result with the
neural transition-based joint model.

• Submission 2: voting result with 5 best single
model results.

We report the Precision, Recall and F1 for each
ADE extracted where the spans overlap either en-
tirely or partially AND each span is normalized to
the correct MedDRA preferred term ID.

Table 2 and 3 show the evaluation results on the
development and test sets, respectively. Average
denotes the arithmetic median of all submissions
made by all the teams participate the end-to-end
subtask. Results show that the proposed method
outperform the average F1 by 1-2%.

In the future, we will further tune the model and
explore other popular contextual word representa-
tions learned from BERT (Devlin et al., 2018).
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Abstract

This paper presents our contribution to the
ProfNER shared task. Our work focused on
evaluating different pre-trained word embed-
ding representations suitable for the task. We
further explored combinations of embeddings
in order to improve the overall results.

1 Introduction

The ProfNER task (Miranda-Escalada et al.,
2021b), part of the SMM4H workshop and shared
task (Magge et al., 2021) organized at NAACL
2021, focused on identification of professions and
occupations from health-relevant Twitter messages
written in Spanish. It offered two sub-tasks: a) a
binary classification task, deciding if a particular
tweet contains a mention of an occupation, given
the context, and b) extracting the actual named en-
tities, by specifying the entity type, start and end
offset as well as the actual text span.

Habibi et al. (2017) have shown that domain
specific embeddings have an impact on the perfor-
mance of a NER system. The ProfNER task is at a
confluence between multiple domains. The classi-
fication sub-task suggests that tweets will actually
contain not only health-related messages but proba-
bly also more general domain messages. However,
the second task focuses on the analysis of health-
related messages. Finally, social media can be re-
garded as a domain in itself. Therefore, our system
was constructed on the assumption that word em-
beddings from multiple domains (general, health-
related, social media) will have different impact
on the performance of a NER system. We evalu-
ated different pre-trained embeddings alone and in
combination, as detailed in the next section.

Our interest for the task stemmed from our in-
volvement with the CURLICAT1 project for the
CEF AT action, where NER in different domains
(including health-related) is needed. Additionally,

1https://curlicat-project.eu/

pre-trained word embeddings for Romanian lan-
guage, such as Pais, and Tufis, (2018), are consid-
ered for suitability in different tasks within the Eu-
ropean Language Equality (ELE)2 project.

2 System description and results

We used a recurrent neural network model based
on LSTM cells with token representation using pre-
trained word embeddings and additional character
embeddings, computed on the fly. The actual pre-
diction is performed by a final CRF layer. For the
implementation we used the NeuroNER3 (Dernon-
court et al., 2017) package.

We considered the two sub-tasks to be inter-
twined. If a correct classification is given for the
first sub-task, then this can be used in the second
task to guide the NER process to execute only on
the classified documents. However, also the reverse
can be applied. A document containing correctly
identified entities for the second sub-task should
be classified as belonging to the domain of inter-
est. We employed the second approach and first
performed NER and then used this information for
classification.

For the purposes of the NER sub-task we con-
sidered the following word embedding representa-
tions: Spanish Medical Embeddings4 (Soares et al.,
2019), Wikipedia Embeddings5 (Mikolov et al.,
2018), Twitter Embeddings6 (Miranda-Escalada
et al., 2021a). These were generated using the
FastText toolkit (Bojanowski et al., 2017) and con-
tain floating point vectors of dimension 300. The
Spanish Medical Embeddings offers three variants

2http://www.european-language-equality.
eu

3http://neuroner.com/
4https://zenodo.org/record/3744326#

.YEbu950zZPZ
5https://fasttext.cc/docs/en/

english-vectors.html
6https://zenodo.org/record/4449930#

.YEbwUp0zZPY
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Representation P R F1
Medical 83.70 69.43 75.90
Twitter 82.92 71.58 76.83
Wiki 80.63 74.19 77.28
Twitter+Wiki 79.93 72.20 75.87
Twitter+Wiki (all) 81.90 72.96 77.17
Wiki+Twitter 80.86 75.27 77.96
Wiki+Twitter+Med 83.84 75.73 79.58

Table 1: Results of different word embeddings and
combinations on the validation set for the NER subtask

Representation P R F1
Medical 92.38 86.37 89.27
Twitter 92.05 87.42 89.68
Wiki 90.08 89.52 89.80
Twitter+Wiki 90.83 89.31 90.06
Twitter+Wiki (all) 91.67 87.63 89.60
Wiki+Twitter 89.68 89.31 89.50
Wiki+Twitter+Med 91.18 88.89 90.02

Table 2: Results of different word embeddings and
combinations on the validation set for the Classification
subtask

based on the SciELO7 database of scientific arti-
cles, filtered Wikipedia (comprising the categories
Pharmacology, Pharmacy, Medicine and Biology)
and a reunion of the two datasets. For all three cor-
pora, representations are available using CBOW
and Skip-Gram algorithms, as described in Bo-
janowski et al. (2017). However we only used
the Skip-Gram variants for our experiments, due to
the availability of this type of pre-trained vectors
for all the considered representations.

We first experimented with individual representa-
tions and then began experimenting with sets of two
embeddings concatenated. For the words present
in the first considered embedding we added the cor-
responding vector from the second embedding or a
zero vector. This provided an input vector of size
600 (resulting from concatenating two vectors of
size 300 each), which required the adaptation of the
network size accordingly. Additionally we consid-
ered a full combination of Twitter and Wikipedia
embeddings, placing zero-valued vectors if words
were also missing from the first embedding. A final
experiment was conducted on a concatenation of 3
embeddings (total vector size 900). Results on the
validation set are presented in Table 1 and Table 2,
while results on the test set are in Table 3.

7https://scielo.org/

Representation NER Classification
F1 F1

Medical 73.60 86.43
Twitter 74.60 88.04
Wiki 75.40 88.72
Twitter+Wiki 76.20 88.98
Wiki+Twitter 75.70 88.38
Twitter+Wiki (all) 75.30 88.24
Wiki+Twitter+Med 78.50 88.81

Table 3: Results of different word embeddings and
combinations on the test set for both subtasks

Given the word embeddings size (300, 600 and
900, depending on the experiment), the neural net-
work was changed to have a token LSTM hidden
layer of the same size. Other hyper-parameters,
common to all experiments, are: character embed-
ding of size 25, learning rate of 0.005, dropout
rate 0.5 and early stopping if no improvement was
achieved for 10 epochs.

Experiments show that given the recurrent neu-
ral architecture used, the best single embeddings
results, considering overall F1 score, for both sub-
tasks are provided by the Wikipedia embeddings
(a general domain representation). However, the
Medical Embeddings seem to achieve higher preci-
sion. Considering the NER task, the combination
of Wikipedia and Twitter achieves the highest F1
from the two embeddings experiments, while the
three embeddings combination provides the final
best score.

For the first subtask we used the predictions
given by a NER model and considered a tweet
with at least one recognized entity to belong to
the domain required by the subtask. In order to
improve recall we further extracted a list of pro-
fessions from the training set of the NER subtask.
This list was filtered and we removed strings that
tend to appear many times in tweets labelled "0" in
the training set belonging to the classification task.
The filtered list was applied in addition to the NER
information and texts that had no extracted entities
were labelled "1" if they contained any string from
the list. This allowed us to further increase the
classifier’s performance.

3 Conclusions

We investigated the suitability of different repre-
sentations for analysing text from the health do-
main in social media, particularly Twitter messages.
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Contrary to our initial assumption, a general do-
main representation (Wikipedia based) provided
the best NER results, considering single represen-
tations. However, a combination of word embed-
dings achieved the highest F1 score. For both vali-
dation and test datasets, the best models consider-
ing F1 are a combination of Twitter and Wikipedia
for the NER task and a combination of all three
models for the classification task. We consider this
to be explainable by the characteristic of social
media messages where people do not necessarily
restrict their language to in-domain vocabulary (in
this case health related) but rather mix in-domain
messages with out-of-domain messages or even
combine in the same message sentences from mul-
tiple domains.
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Abstract

We describe our straight-forward approach for
Tasks 5 and 6 of 2021 Social Media Mining for
Health Applications (SMM4H) shared tasks.
Our system is based on fine-tuning Distill-
BERT on each task, as well as first fine-tuning
the model on the other task. We explore how
much fine-tuning is necessary for accurately
classifying tweets as containing self-reported
COVID-19 symptoms (Task 5) or whether a
tweet related to COVID-19 is self-reporting,
non-personal reporting, or a literature/news
mention of the virus (Task 6).

1 Introduction

Fine-tuning off-the-shelf Transformer-based con-
textualized language models is a common base-
line for contemporary Natural Language Process-
ing (Ruder, 2021). When developing our system
for Task 6 of the 2021 Social Media Mining for
Health Applications (SMM4H), we quickly dis-
covered that fine-tuning DistilBERT (Sanh et al.,
2019), a smaller and distilled version of BERT (De-
vlin et al., 2019), outperformed training traditional,
non-neural machine learning models. Fine-tuning
DistilBERT on the released training set resulted
in a micro-F1 of 97.60 on the Task 6 release de-
velopment set. While this approach was not as
successful for Task 5 (binary-F1 of 51.49), in this
paper, we explore how much fine-tuning is neces-
sary for these tasks and whether there are benefits
to first training the model on the other task since
both are related to COVID-19.1

2 Task Description

Both Task 5 and Task 6 focused on classifying
tweets related to COVID-19 (Magge et al., 2021).
Task 5 required classifying tweets as describing
self-reporting potential cases of COVID-19 or not.

1All code developed is publicly available at https://
github.com/mfleming99/SMM4H_2021.

Tweets were extracted via manually crafted regular
expressions for potential self-reported mentions
of COVID-19 and then annotated by two people.
1, 148 Tweets were labeled as containing a self-
reporting potential cases and 6, 033 were labeled
as “Other.” The other tweets that might discuss
COVID-19 but do not specifically reporting a user’s
or their household’s potential cases were labeled as
“Other.”2 Systems were ranked by F1-score for the
“potential case” class.

In Task 6, systems must determine whether a
tweet related to COVID-19 is self-reporting, non-
personal reporting, or a literature/news mention
of the virus. 1, 421 released examples are labeled
as self-reporting, 3, 567 as non-personal reports,
and 4, 464 as literature/news mentions. Systems
were evaluated by micro-F1 score. Table 1 includes
examples tweets from the development sets.

3 Method

We fine-tuned DistillBERT using the implementa-
tion developed and released by HuggingFace trans-
former’s library (Wolf et al., 2020). We trained
the model for 3 epochs, using a batch size of 64
examples, warm-up steps of 500 for the learn-
ing rate scheduler and a weight decay of 0.01.
Following Peters et al. (2019) recommendation
to add minimal task hyper-parameters when fine-
tuning pre-trained models, we used the remain-
ing default hyper-parameters from the library’s
Trainer class. All models were trained across 2
NVIDIA RTX 3090’s.

3.1 Cross-validation
We used 5-fold evaluation to determine the util-
ity of this simple approach. For each task, we
combined the training and development sets and
removed duplicate tweets, resulting in 7, 174 and
9, 452 annotated examples for Task 5 and Task 6

2See Klein et al. (2021) for a detailed description of the
data collection and annotation protocols.
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Task Tweet Label

Just in case I do manage to contract #coronavirus during the social distancing
phase. I will kill it from the INSIDE!

Other

Task5
So I’ve had this sore throat for a couple of days, I don’t know if im being
dramatic but i’m scared its Coronavirus??

Potential

New evidence suggests that neurological symptoms among hospitalized COVID-
19 patients are extremely common

Lit-News

My dad tested positive for COVID-19 earlier this week, started having difficulty
breathing this morning, and is now in the ED.

NonpersonalTask6

Covid week 13 update. Week 11 kidney pain on the wane, presenting as high
BP (affecting brain speed, vision, tightness in veins).

Self Report

Table 1: Examples of tweets and labels for each task, abridged for space.

Figure 1: 5-fold results. The left and right graph respectively reflect binary-F1 results for Task 5 and micro-F1
results for Task 6. y-axes indicate F1 and x-axes indicate the number of training examples used. Dotted and solid
lines, respectively, indicated that the model was pre-trained on the other task or not. Blue and orange respectively
correspond to the training and development folds. The lines indicate the average across the 5 folds and the shaded
areas indicate the range of results.

respectively.3 We divided the datasets into 5 folds
of roughly 1, 435 and 1, 890 labeled examples for
Task 5 and Task 6 and fine-tune models on 4 of the
folds and test on the held out fold. For each fold,
we fine-tuned the model on a increasing number
of training examples: 10, 50, 100, 175, 250, 500,
750, 1K, 1.5K, 2K, 3K, 4K, 5K, 6K, 7K, 8K.4 Ad-
ditionally, for both tasks, we experimented with
using a model pre-trained on the other task. We
hypothesized this might be beneficial as these tasks
seem to be related.

37 and 115 examples were removed for Task 5 and 6 re-
spectively.

4For Task 5, the maximum number of training examples
are 5, 740

4 Results

Figure 1 shows the results of fine-tuning DistillBert
on each task. For Task 5 (left graph), when fine-
tuning on 50 examples or less, initially training on
Task 6 (dotted lines) is detrimental. When fine-
tuning on somewhere between 50 and 100 training
examples, first training the models on Task 6 leads
to a noticeable improvement. This continued until
we fine-tuned the model on 500 examples. Once
we fine-tuned the model on 1000 to 3000 examples,
there is no difference between first training on the
other task as the models only predict the majority
class “Other". As the number of training examples
increases from this point, we begin to see large
improvements and larger variances between the
models trained on different folds. First training
on Task 6 appears to be most beneficial when fine-
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tuning on 100 through 750 Task 5 examples.
For Task 6 (right graph), the benefits of pre-

training the model on Task 5 are not as clear cut,
and the results oscillate a bit more. It seems that
pre-training on Task 5 is only beneficial when fine-
tuning the model on 750 through 2, 000 examples
(except for the case when fine-tuning on 1, 000
examples). For both tasks, pre-training on the
other task seems to make no difference once the
model is fine-tuned on enough task specific exam-
ples (roughly 1, 000 and 2, 000 examples for Task
5 and Task 6).

Held out test set In these experiments, the model
performance on the held out fold seems to increase
as we add more training examples. While results
for Task 6 seem to plateau, we notice a small in-
crease as we continue to add training examples.
Therefore, for our official submissions, we fine-
tuned the model on all released examples.

Table 2 reports results for the official test sets.5

The 63.19 binary-F1 for Task 5 might indicate that
training on more examples is beneficial for this
task. For Task 6, we notice the micro-F1 drops a
bit compared to the results on the held out folds.
For both tasks, pre-training on the other task is not
beneficial on the test set when trained on as many
labeled examples as possible.

We also include a majority vote ensemble of the
5-fold models trained on different training sizes.
These test results follow the general trends in Fig-
ure 1 indicating when it is most beneficial to first
train the DistilBert model on the other task. Simi-
lar to the results in Figure 1, when fine-tuning on
750 through 3, 000 Task 5 examples, the model
achieved a 0 binary-F1 since it always predicted
the majority class “Other.”

5 Conclusion

We discussed our straightforward approach of fine-
tuning a DistilBert model on Tasks 5 and 6 of the
2021 Social Media Mining for Health Applications
shared tasks. While not attaining state-of-the-art,
these results are competitive and demonstrate the
benefit of leveraging large scale pre-trained con-
textualized language models. We additionally ex-
plored the benefits of first training the model on the
corresponding task and determine when this can
be beneficial. Future work might consider jointly

5These numbers differ from the official leaderboard during
the evaluation as we discovered a bug related to loading our
pre-trained models during the post-evaluation period.

Train Size Task5 Task6

– 63.19 62.24 92.88 91.77

50 29.33 05.72 46.17 42.75
100 – – 27.65 05.72
175 28.54 32.22 47.97 46.20
250 – – 46.15 36.83
500 29.29 28.92 - -
750 00.00 16.00 31.02 56.70

1000 00.00 - - -
2000 - - 80.11 -
4000 - - 92.41 -
5000 55.69 51.19 - -

Table 2: Results on the official test sets available on
CodaLabs. Numbers indicate binary-F1 for Task 5 and
micro-F1 for Task 6. indicates the model was fine-
tuned on the specific task and indicates the model
was first fine-tuned on the other task. The first line re-
ports the results trained on the combination of the corre-
sponding train and development sets - 7, 174 for Task 5
and 9, 452 for Task 6. The remaining lines are based on
a ensemble of the 5 models trained on the correspond-
ing number of examples using a majority vote.

fine-tuning a Bert-based model on both tasks using
a multi-task approach as opposed to the transfer
learning approach employed here.
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Abstract

The reported work is a description of our par-
ticipation in the “Classification of COVID19
tweets containing symptoms” shared task, or-
ganized by the “Social Media Mining for
Health Applications (SMM4H)” workshop.
The literature describes two machine learning
approaches that were used to build a three-
class classification system, that categorizes
tweets related to COVID19, into three classes,
viz., self-reports, non-personal reports, and
literature/news mentions. The steps for pre-
processing tweets, feature extraction, and the
development of the machine learning models,
are described extensively in the documenta-
tion. Both the developed learning models,
when evaluated by the organizers, garnered F1
scores of 0.93 and 0.92 respectively.

1 Introduction

In order to identify personal tweets related to
COVID-19, it becomes necessary to distinguish
them from tweets made by others related to this
issue. Classification of medical symptoms from
posts related to COVID-19 poses two major chal-
lenges: Firstly, the amount of information available
as news articles, scientific papers etc that describe
various medical symptoms is huge (Mondal et al.,
2017; Kushwaha et al., 2020). All this information
makes it extremely difficult to spot significant user
reported information. Secondly, there are multiple
users who report information which is not expe-
rienced by themselves but by other people they
know or come across (Mondal et al., 2018; Li
et al., 2020). This makes the task of identifying
self reported information from the huge amount of
discourse available very complex.

The current shared task (Task No. 6)1, namely
"Classification of COVID19 tweets containing
symptoms" provided participants with three classes

1https://healthlanguageprocessing.org/smm4h-2021/task-
6/

viz. i. self-reports ii. non-personal reports, and iii.
literature/news mentions. This task is a three way
classification task.

For developing the learning models, we used tra-
ditional Machine Learning (ML) and state-of-the-
art Deep Learning (DL) approaches (Imran et al.,
2020; Chakraborty et al., 2020; Gencoglu, 2020).
Besides, extra features, like Parts-of-Speech (POS)
tags as well as Term Frequency-Inverse Document
Frequency (TF-IDF) was used, which enabled the
developed models to learn the hidden classes better.

Upon evaluation, our developed models per-
formed well and this was ratified by the fact that
they garnered F1 scores of 0.93 (ML model) and
0.92 (DL model) respectively.

The rest of the paper is organized as follows.
Section 2 describes the data and methodology that
was used to develop both the models. This section
describes the pre-processing steps, will talk about
the extra features that were used, and will also
narrate the learning models that were used to build
our systems. Following this, Section 3 and 4 will
chronicle the results and the concluding remarks
respectively.

2 Methodology

Initially, the organizers provided us with 9,567
training data and 500 validation data. This labeled
dataset consisted of three fields; tweet id, the actual
tweet, and the respective label (self-reports, non-
personal reports, and literature/news mentions).
The training and validation data were later com-
bined and it was pre-processed for further develop-
ment. Steps of pre-processing the tweets included
the removal of extra characters to clean the data.
The extra characters that were removed/cleaned
included mentions, punctuation’s and URLs. Ad-
ditionally, words from hashtags were extracted
and extra spaces were contracted. After the pre-
processing steps, POS tags of individual words of
every tweet were found out using the python pack-
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ages Natural Language Toolkit2 (NLTK). POS tag
features were used as they can help in determin-
ing authorship as people’s use of words varies. On
the other hand, it can easily differentiate between
the same words, applied in different settings. E.g.,
“like” is a verb semantically charged with positive
weight, as in “I like you”, but it becomes neutral
conjunction, as in “I am like you”.

For feeding the extra POS tag feature along with
individual words, to the ML model, we concate-
nated them to form an extended input of the struc-
ture

W1_P1 W2_P2 .... Wn_Pn

where W are the word and P are the POS tag of the
word. After the concatenation was done, the input
was fed to a TF-IDF vectorizer, which converts a
collection of raw documents to a matrix of TF-IDF
features. In order to extract the most descriptive
terms in a document, we have used TF-IDF fea-
tures. Besides, this feature assists in computing
the similarity between two words which enhances
the feature quality to allow even simple models to
outperform more advanced ones.

Additionally, the corresponding labels of the
tweets were fed to a Label Encoder, which encodes
target labels with a value between 0 and n_classes -
1, where n_classes in our case was 3.

Both these vectorized inputs and encoded out-
puts were fed to a Multi-layer Perceptron classifier
(MLP), where alpha was kept at 1 and maximum
iterations were kept at 1,000.

For training the DL model, we took the words,
POS tags, and TF-IDF values as separate inputs
passed them through their respective default Ten-
sorflow embedding layer, and concatenated the out-
puts. The output, from the concatenation layer, was
then passed through two layers of bi-directional
Long-Short Term Memory (Hochreiter and Schmid-
huber, 1997) (LSTMs) and finally fed to a dense
layer which mapped the tensors to the respective
labels.

Other parameters of the model were as follows.
Optimizer was kept as “adam” and loss was kept as
“SparseCategoricalCrossentropy”. The batch size
was kept as 128 and the number of epochs was fixed
at 50. Also, the early stopping mechanism, where
the metric was fixed to validation loss, was applied
to stop over-fitting. A depiction of the developed
model is shown in Figure 1.

2https://www.nltk.org/

Both the ML and DL models were then deployed
on the 500 validation data provided by the organiz-
ers and upon submission, garnered F1 scores of
0.98 and 0.97 respectively. Other validation met-
rics are shown in Table 1.

Model Precision Recall F1 Score
ML model 0.9720 0.9881 0.98
DL model 0.9660 0.9660 0.97

Table 1: Evaluation scores of the developed models.
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Figure 1: Developed deep learning model for the
classification.

3 Evaluation

6,500 tweets were provided by the organizers of the
shared task, as test data. Both the developed models
were deployed on the same and the results were
submitted for evaluation. Upon evaluation, our
models garnered micro f1 scores of 0.93 and 0.92,
for the ML and DL models respectively. Other
scores are shown in Table 2.

Model Precision Recall F1 Score
ML model 0.9337 0.9337 0.93
DL model 0.9248 0.9248 0.92

Table 2: Evaluation scores of the developed models.

Additionally, the arithmetic median of all sub-
missions made by other participating teams is
shown in Table 3.

4 Conclusion

The reported system paper presents two models
developed using ML and DL approaches, that were
trained to classify tweets related to COVID19, into
personal/non-personal mentions or standard liter-
ature. From the results, we can see that since the
amount of training data was low, traditional ML
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Precision Recall F1 Score
0.93235 0.9337 0.93

Table 3: Median scores of all the participating teams.

methods performed very well. On the contrary, the
proposed DL model performed as well, if not bet-
ter, on the same less amount of data. This is an
interesting observation as, more often than not, DL
methods rely on huge amounts of data for learning
patterns. As future work, we plan to expand this
work, by increasing the data and applying state-of-
the-art embedding methods like BERT, RoBERTa,
etc., on the same.
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Abstract

Twitter provides a source of patient-generated
data that has been used in various popula-
tion health studies. The first step in many of
these studies is to identify and capture Twit-
ter messages (tweets) containing medication
mentions. Identifying personal mentions of
COVID19 symptoms requires distinguishing
personal mentions from other mentions such
as symptoms reported by others and references
to news articles or other sources. In this article,
we describe our submission to Task 6 of the
Social Media Mining for Health Applications
(SMM4H) Shared Task 2021. This task chal-
lenged participants to classify tweets where
the target classes are - (1) self-reports, (2) non-
personal reports, and (3) literature/news men-
tions. Our system uses a handcrafted prepro-
cessing and word embeddings from BERT en-
coder model. We achieve. F1 score of 93%.

1 Introduction

The classification of medical symptoms from
COVID-19 Twitter posts presents two key issues.
Firstly, there is plenty of discourse around news
and scientific articles that describe medical symp-
toms. While this discourse is not related to any
user in particular, it enhances the difficulty of iden-
tifying valuable user-reported information. Sec-
ondly, many users describe symptoms that other
people experience, instead of their own, as they
are usually caregivers or relatives of people pre-
senting the symptoms. This makes the task of
separating what the user is self-reporting partic-
ularly tricky, as the discourse is not only around
personal experiences. Moreover, detecting tweets
containing health-related words such as diseases,
treatments and medications is a fundamental yet
difficult step. These difficulties are exacerbated
by the short length and informal nature of tweets,
which often contain non-standard grammar, fre-
quent misspellings, many contractions, extensive

slang, and combined symbols (emojis/emoticons)
to express emotion (Dang et al., 2020).

From the types of class-labels that are to be pre-
dicted, it is clear that contextual representations
play an important role beside semantics. Recurrent
models are typically used for this task which com-
putes along the symbol positions of the input and
output sequences. Aligning the positions to steps
in computation time, they generate a sequence of
hidden states ht, as a function of the previous hid-
den state ht−1 and the input for position t. This
inherently sequential nature precludes paralleliza-
tion within training examples, which becomes crit-
ical at longer sequence lengths, as memory con-
straints limit batching across examples. Earlier in
context-representation there were two strategies for
applying pre-trained language representations to
downstream tasks: feature-based and fine-tuning.
However, both are limited to the fact that they are
unidirectional language models and are unable to
learn general language representations. The latest
advances in Bidirectional Encoder Representations
from Transformers (BERT) address both of these is-
sues, as it is designed to pretrain deep bidirectional
representations from unlabeled text by jointly con-
ditioning on both left and right context in all layers
(Devlin et al., 2019). We have used small-BERT
preprocessing and encoding to get vector represen-
tation of sentences, and finetuned BERT for the
ternary classification task.

2 Data

Task 6 of SMM4H Shared Task 2021(Magge et al.,
2021) challenged participants to develop an auto-
matic classification system to identify tweets men-
tioning (1) self-reports, (2) non-personal reports,
and (3) literature/news mentions. The task was
formulated as a multi-class classification task, in
which given a set of tweets a system should predict
the label for each tweet. Table 1 gives the statistics
of the dataset.
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Dataset LN NP Self total
Train 4277 3442 1248 9067

Validation 247 180 73 500
Test - - - 6500

Table 1: Statistics of the dataset. LN: Lit-News, NP:
Non-personal

3 System Description

3.1 Data Preprocessing

All apostrophe containing words were expanded.
Characters like : , & ! ? were removed . Words
were lower-cased to avoid capitalized version of
the same word being treated as a different word.
The emojis were removed using Python "emoji"
library. Hashtags, mentions (words beginning with
@) and urls were also removed.

3.2 Model

We used Small_BERT (Tsai et al., 2019) encoder
and preprocessing models to extract features from
the sentence and used the pooled outputs from the
encoder and fed it into a fully connected dense
layer, a dropout layer (dropout rate=0.1) and a final
dense layer with softmax activation. We used the
learning rate of 3e-5 and the adam optimizer. We
tested it for 5-10 epochs and obtained the best result
after training the model for 9 epochs.

Figure 1: Model

4 Results and Analysis

We obtained an F1 score of 0.968 on the validation
set and 0.9325 on the test set (cf. Table 2).

On analysing the wrongly classified tweets in the
validation set, we observed some interesting pat-
terns. The sentence “Me and my girl swear we have
already had COVID-19. We were sick for nearly a
month, fever, cough, sore throat, the doctors told
me I had the flu combined with bronchitis because
some days I felt like I was drowning in chest mu-
cus.” was classified as self-report, while it is an am-
biguous case of self-report and non-personal review.
The misclasssification of the tweet “I had crippling
body aches, fatigue and couldn’t concentrate’ -
was @tomhanksanother COVID19 long-hauler?
Sounds v. familiar! LongCovid @HadleyFreeman
@guardian” was due to shortcoming of the pre-
processing. This tweet is originally labelled as a
Lit-News, though it was classified as self report.
The main reason is that after preprocesing all the
hashtags and the mentions were removed; therefore
the overall context the model understood was in
first-person and hence it classified the tweet as a
self report.

Dataset F1 Precision Recall
Validation .968 .968 .968

Test .9325 .9325 .9300

Table 2: Results

5 Conclusion

We present a Small BERT based model with cus-
tom preprocessing to classify tweets containing
COVID-19 symptoms. We tested the model by ad-
justing various hyperparameters and presented the
best result that we obtained using this model. We
achieved F1 score of 93%. We observed that the
preprocessing needed to include the mentions for
some tweets for proper classification, though it was
necessary to remove the mentions for the overall
increase in the performance of the system.
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Abstract

This paper describes the entry of the research001
group SINAI at SMM4H’s ProfNER task on002
identifying professions and occupations in so-003
cial media data related to health. Specifically,004
we participated in Task 7a: Tweet Binary Clas-005
sification to determine whether a tweet con-006
tains mentions of occupations or not and also007
in Task 7b: NER Offset Detection and Classi-008
fication aimed at predicting occupations men-009
tions and classify them as either professions or010
working statuses.011

1 Introduction012

Natural Language Processing (NLP) and Machine013

Learning (ML) techniques are becoming essential014

in critical fields such as the one of healthcare, con-015

sidering that they perform tasks faster than a human016

agent and at a very high level of reliability. Some of017

these tasks include the automatic assignment of In-018

ternational Classification of Diseases (ICD) codes019

to health related texts (Perea-Ortega et al., 2020) or020

the detection of negative and positive emotions in021

medical documents (Plaza-del Arco et al., 2019).022

Automatic text classification and Named Entity023

Recognition (NER) are two tasks in which NLP has024

proved to have a relevant impact. In both cases we025

are given a certain set of documents and while for026

the first task we aim to classify them distinguishing027

by a certain criteria, the second seeks to detect and028

tag specific entities.029

The Social Media Mining for Health (SMM4H)030

2021 ProfNER Shared Task (Miranda-Escalada031

et al., 2021) emphasizes the importance of iden-032

tifying professions and occupations within social033

media content related to health, this knowledge034

could later be applied to determine which of them035

are at risk due to direct exposure to the COVID-19036

pandemic and/or state what professional sectors037

are more prone to mental health issues due to the038

uncertainty of the current situation.039

This issue has been further subdivided into two 040

tracks: determine whether the social media textual 041

content contains mentions of professions or not 042

(a binary classification task) and to identify pro- 043

fessions and working statuses within the text in 044

order to extract its text span and tag it accordingly 045

(NER). Our research group has used NLP and ML 046

approaches for both tasks in combination with two 047

dictionaries which we have developed. 048

Considering this information, this paper is struc- 049

tured as follows: section 2 introduces work related 050

to this challenge and research field. Section 3 051

briefly describes the dataset provided and its char- 052

acteristics. Section 4 states the systems we have 053

developed for each task. Section 5 exhibits the re- 054

sults from our systems using the test dataset and 055

finally, in Section 6 we present our conclusions and 056

future work. 057

2 Related work 058

Social media plays an important role where people 059

can share information related to health. This infor- 060

mation can be used for public health monitoring 061

tasks through the use of NLP techniques. 062

On one hand, in terms of document classification 063

in the medical field, many researchers have used 064

social networks as a source of information to de- 065

velop and evaluate systems. For example, to predict 066

mental illnesses such as depression or anorexia (Al- 067

darwish and Ahmad, 2017; López-Úbeda et al., 068

2021) and to detect nonmedical prescription medi- 069

cation (Al-Garadi et al., 2021). More recently, new 070

studies analyzed health, psychosocial, and social 071

issues emanating from the COVID-19 pandemic 072

from social network comments using NLP (López- 073

Úbeda et al., 2020a; Müller et al., 2020; Oyebode 074

et al., 2020). 075

On the other hand, several NER systems have 076

been developed using NLP-based systems such 077

as MedLEE (Friedman, 1997), MetaMap (Aron- 078

son and Lang, 2010) and cTAKES (Savova et al., 079

1
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2010)). Most of these are rule-based systems that080

use extensive medical vocabularies. Current state-081

of-the-art approaches to the NER task propose the082

use of RNNs to learn useful representations auto-083

matically because they facilitate the modeling of084

long-distance dependencies between words in a085

sentence (López-Úbeda et al., 2019; López-Úbeda086

et al., 2020b).087

Since there is currently a great growth in de-088

mand for classification and extraction of informa-089

tion from medical texts, the NLP community has090

organized a series of open challenges with a focus091

on biomedical entity extraction and document clas-092

sification tasks such as DDIExtraction (Segura Bed-093

mar et al., 2013), the N2C2 - National NLP Clinical094

Challenges shared task (Henry et al., 2020) and the095

CHEMDNER challenge (Krallinger et al., 2015).096

Finally, SMM4H (Weissenbacher et al., 2019) pro-097

vided tasks for the extraction of adverse effects098

using Twitter as a source of information. In this099

workshop, participants were first required to iden-100

tify whether a tweet contained an Adverse Drug101

Reaction (ADR). Subsequently, the challenge pro-102

vided the NER task to locate the specific ADR.103

The use of Spanish as the main language of a104

challenge has emerged in recent years providing105

important workshops such as the DIANN (Fab-106

regat et al., 2018) (Disability Annotation Task)107

task, PharmaCoNER (Agirre et al., 2019) (Phar-108

macological Substances, Compounds and proteins109

and NER), Cantemist (Miranda-Escalada et al.,110

2020) and eHeatlh-KD (Piad-Morffis et al., 2020)111

(eHealth knowledge discovery).112

3 Dataset113

Organizers provided us with a dataset consisting of114

8,000 tweets from Twitter subdivided into two sub-115

sets: 6,000 tweets with which to train our systems116

and 2,000 tweets to validate them. Namely, train117

set and dev set, accordingly.118

Besides the tweet’s identifier and text span, a119

binary value was used to determine whether it120

contained a profession or not as well as its corre-121

sponding annotated entities tagged using the Inside-122

outside-beginning (IBO) format.123

To compare the performance of all the systems124

presented at this shared task, we were provided125

with another dataset, namely test set, consisting of126

2,000 processed tweets and 25,000 raw tweets for127

the background set.128

4 Methodology 129

For our participation we employ ML models en- 130

riched with custom made dictionaries consisting of 131

776 professions such as "Farmacéutico" (Pharma- 132

cist), "Dentista" (Dentist), "Cajera" (Cashier) and 133

"Veterinario" (Vet) recovered from the "Listado de 134

profesiones reguladas en el ámbito sanitario"1 pro- 135

vided by the Ministerio de de Sanidad y Política 136

Social of the Spanish Government and from the 137

occupations listed by the European Commission in 138

their International Standard Classification of Occu- 139

pations (ISCO)2. 140

The second dictionary contains 26 working sta- 141

tuses including "Autónomo", "Funcionario" (Pub- 142

lic employee) and "Erte" (record of temporary Em- 143

ployment regulation) among others based on the 144

Workshop’s annotation guidelines3. 145

4.1 Task 7a: Binary Classification 146

To classify tweets whether if they contained men- 147

tions of professions or not, we used two approaches: 148

a Support Vector Machine (SVM) and bidirectional 149

Long Short Term Memory (BiLSTM) Recurrent 150

Neural Network (RNN), both combined with our 151

professions dictionary. 152

The SVM approach applies the scikit-learn li- 153

brary (Pedregosa et al., 2011) using its default pa- 154

rameters, as stated in the documentation, the words 155

for each tweet, also stated as document, were trans- 156

formed into vectors considering the frequency of 157

the terms within each document (TFIDF). This 158

structure was later enriched using our professions 159

dictionary through a vector for each document con- 160

sisting of as much binary values as the number of 161

terms in the dictionary such as each binary value 162

represented if the term within the document was in 163

the dictionary or not. 164

The BiLSTM model is implemented using the 165

Tensorflow library (Abadi et al., 2015) which we ex- 166

plored through different batch sizes, ranging from 167

27 (26 and 28), and different number of epochs. 168

Although the best accuracy obtained for training 169

(0.8695) determined a batch size of 128 and 5 170

epochs. This model makes use of the GloVe (Pen- 171

nington et al., 2014) word embeddings 200d vector, 172

1https://www.mscbs.gob.es/eu/
profesionales/formacion/docs/Anexo_X_
del_Real_Decreto_1837.pdf

2https://ec.europa.eu/esco/portal/
occupation

3https://zenodo.org/record/4306017#
.YE3vpJ1KhhE
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pre-trained using Twitter’s tweets, this approach is173

also uses our professions dictionary.174

4.2 Task 7b: NER offset detection and175

classification176

To detect and classify entities within those same177

tweets and retrieve them discerning the text span of178

the entities as well as their initial and end position179

within the text, we opted for a Conditional Random180

Fields (CRF) approach.181

This approach was implemented using scikit-182

learn crfsuite library (Wijffels and Okazaki, 2007-183

2018), transforming words to features and using the184

words that came before and after each term, then185

enriched the system using both our dictionaries186

(added features as binary values). For this imple-187

mentation we considered the L-BFGS method for188

the gradient descent, a 100 iterations and values 0.1189

for both c1 and c2.190

Our system assigned an IBO tag to each term of191

every tweet and we later searched for the entity text192

span within the same tweet to extract its initial and193

end position.194

5 Evaluation results195

We have been provided with the median of the196

participants’ score using three metrics: precision197

(P), recall (R) and F1-scoring (F1) (Magge et al.,198

2021). Using them we built 2 tables consisting of199

two sections: the upper section shows the score200

obtained by our systems on the test set, while the201

latter fits the same purpose for the dev set.202

5.1 Task 7a: Binary Classification203

We submitted 2 runs for the evaluation phase: a204

combination of SVM (SVM+Dic) and an BiLSTM205

model (BiLSTM+Dic), both combined with our206

professions dictionary, the scoring associated to207

these systems applied to the provided datasets is208

displayed in Table 1.209

Model P R F1
Median 0.9185 0.8553 0.85
BiLSTM+Dic 0.7612 0.4752 0.59
SVM+Dic 0.8995 0.4255 0.58
BiLSTM+Dic 0.77 0.72 0.74
SVM+Dic 0.86 0.70 0.74
SVM 0.86 0.64 0.66

Table 1: Scores obtained by our systems on the
SMM4H ProfNER Shared Task - Task 7a (binary classi-
fication) applied over the test and dev set, accordingly.

While the performance of our systems on the 210

training dataset was, at average, close to 0.74 (F1), 211

on the test set it was decreased in a 21%. Therefore, 212

resulting in a value close to 0,59 (again, F1), 31% 213

below the median. 214

5.2 Task 7b: NER Offset Classification 215

We were closer to the median and in line with what 216

our systems obtained on the training dataset (1% 217

decrease in performance compared to the test set). 218

These results are displayed in Table 2 in the same 219

way in which Table 1 was: the upper section refers 220

to the scoring for our systems on the test set while 221

the latter, exhibits the scoring for the dev set. 222

Model P R F1
Median 0.842 0.7265 0.7605
CRF+Dic 0.824 0.652 0.728
CRF+Dic 0.861 0.647 0.739
CRF 0.852 0.597 0.702

Table 2: Score obtained by our systems on the SMM4H
ProfNER Shared Task - Task 7b (NER) applied over the
test and dev set, accordingly.

6 Conclusion 223

For our participation in the SMM4H Task 7 224

ProfNER Shared Task on identifying professions 225

and occupations we implemented three systems. 226

First two are aimed at the binary classification 227

task (Task A) using an SVM and a BiLSTM ap- 228

proach, both combined with our professions dictio- 229

nary. The latter system follows a CRF approach 230

combined with our professions and working sta- 231

tuses dictionaries and it is applied to the NER task 232

(Task B). 233

Our predictions for the training set were con- 234

sistent with those obtained on the test set for the 235

second task (NER) whereas our approaches for the 236

first task (binary classification) fell short of our 237

expectations by 21% below our training results. 238

For future work, we will use the gold test in 239

order to perform a deeper analysis to assess why 240

did this event happened and therefore improve the 241

performance of our systems. 242
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Abstract

We describe our submissions to the 6th edi-
tion of the Social Media Mining for Health
Applications (SMM4H) shared task. Our team
(OGNLP) participated in the sub-task: Classi-
fication of tweets self-reporting potential cases
of COVID-19 (Task 5). For our submis-
sions, we employed systems based on auto-
regressive transformer models (XLNet) and
back-translation for balancing the dataset.

1 Introduction

The Social Media Mining for Health Applications
(SMM4H) shared task 2021 (Magge et al., 2021)
focuses on textual processing of noisy social media
data in the health domain. Our team (OGNLP)
participated in Task 5, a binary classification task
to identify tweets self-reporting potential cases of
COVID-19. Tweets are labeled as positive (marked
"1") if they self-report potential cases of COVID-
19, and negative (marked "0") otherwise.

2 Dataset

The data provided by the organizers comprises
tweets gathered from Twitter. As shown in Ta-
ble 1, we have a total of 6465 training samples plus
additional 716 validation samples. A test set with
10000 samples is provided for evaluation. On aver-
age, each tweet has 38 tokens and 155 characters.
The dataset is unbalanced since the amount of neg-
atively labeled tweets is five times higher than that
of positively labeled tweets.

3 Methods

3.1 Preprocessing
Textual data from social media is often noisy since
it contains many misspellings, abbreviations, emoti-
cons, and non-standard wordings. Thus, prepro-
cessing is a crucial part to de-noising the dataset
and therefore increasing the performance. For this
purpose, we modified the tweets as follows:

I feel very sick today, hope that's not COVID.

Me siento muy mal hoy, espero que no sea COVID.

I feel very bad today, I hope it is not COVID.

EN ES

ES EN

Figure 1: An example of back-translation.

• Hash symbols (#) were stripped from hash
tags.

• All punctuation characters except ".,!?" were
removed.

• URLs were eliminated from tweets.

• Emojies were stripped from tweets.

• The lowercase version of all tweets was used.

3.2 XLNet

As a baseline model, we used a pre-trained trans-
former language model, XLNet, which achieves
state-of-the-art results on several sentiment analy-
sis datasets (Yang et al., 2019). In contrast to the
popular transformer-based BERT model (Devlin
et al., 2019), XLNet is not pre-trained by predict-
ing a masked token solely conditioned on its left (or
right) tokens within the sentence, but instead the
objective is to predict a masked token conditioned
on all permutations of tokens within the sentence.
Thus, XLNet’s distinguishing feature is that it is
able to learn context bidirectionally by permuting
all the words in a sentence.

For the different trials, we used "XLNet-large-
cased" from Huggingfaces python API1 with a con-
sistent setup of hyperparameters. We truncated
each tweet to a maximum length of 256 characters,
applied a batch size of four, and used a learning
rate of 3e-6.

1https://huggingface.co/transformers/
model_doc/xlnet.html
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Dataset Neg Pos Total

Train 5,439 1,026 6,465
Valid 594 122 716
Test - - 10,000

Table 1: The number of tweets provided for Task 5,
divided into training, validation, and test datasets.

System Precision Recall F-Score

Validation Set

XLNet 0.83 0.81 0.82
XLNet+BTk=1 0.83 0.86 0.84
XLNet+BTk=1+PM 0.79 0.80 0.79

Test Set

XLNet 0.66 0.72 0.69
XLNet+BTk=1 0.70 0.72 0.72
Mean 0.74 0.74 0.75

Table 2: Official and unofficial results of our systems,
compared to the mean score of all competing systems.

3.3 Back-translation

Back-translation (BT) is a form of data argumen-
tation and takes advantage of the advances in ma-
chine translation (Sennrich et al., 2015). BT allows
us to balance the training set through the increase
of the number of positive samples. Here our goal
is to obtain a paraphrased tweet t′ of a tweet t. To
this end we automatically translate t into a differ-
ent language (pivot) yielding t̃. Subsequently, we
translate t̃ back to the source language and thus
obtain the paraphrased tweet t′. BT leverages the
fact that a translation often has several equivalent
expressions in the target language. To obtain the
BT dataset DBT , we used the Google Translation
API through TextBlob2 and back-translated each
English tweet from the minority class using the
following ten languages as pivot: Bulgarian, Dutch,
Gujarati, Hindi, Igbo, Japanese, Maltese, Pashto,
Persian and Spanish. To increase the variance of
the BT, we included pivots from low-resource lan-
guages and different language families.
Figure 1 shows that we can retrieve the paraphrased
tweet t′ "I feel very bad today, I hope it is not
COVID. " from the original tweet t "I feel very sick
today, hope that’s not COVID." by using a BT from
English→ Spanish→ English.

3.4 Parameter Merging

Parameter merging (PM) of equivalent models
trained on different subsets of a dataset can be used

2https://textblob.readthedocs.io

Figure 2: Influence of the number of BT samples used
per tweet (k) on the performance of the XLNet system.

to obtain a more robust and more generalized model
(Utans, 1996; Ellendorff et al., 2019). For this pur-
pose, we created a merged XLNet system from
five XLNet models obtained by five-fold stratified
cross-validation. For the merged XLNet system,
we calculated the parameters’ average across all
five XLNet models.

4 Results and Discussion

Table 2 shows the official results on the test set, as
well as the unofficial results on the validation set.
For models incorporating BT, the number of BT
samples randomly drawn from DBT used for each
tweet is given by k, which means that for k=2, we
triple the number of training samples. The XLNet
model with BT k=1 has achieved the best results
on both the test and validation dataset with an F-
score of 0.72 and 0.84 respectively. In Figure 2 we
can see that, contrary to expectation, the F-score
of the models trained with BT does not constantly
increase with an increase in k and has its optimum
at k=1. The XLNet system generated from the PM
of 5 XLNet models trained with cross-validation
and BT k=1 achieved only the third-best F-score
0.80 on the validation dataset. Hence, we did not
select the PM system for official submission as the
submission was limited to the results of two runs.
For the second official submission, we used the
XLNet system trained for four epochs without BT.
However, this model achieved a significantly lower
F-score with 0.69 on the official test set and 0.82
on the unofficial test set.
We assume that PM did not lead to an improvement
as we had to set the number of folds for cross-
validation very low (5) due to the limited GPU
computing power available to us. Furthermore, we
can conclude that back-translation leads to a signif-
icant improvement, but the number of additional
generated samples plays a decisive role.
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Abstract
In this paper, we present the ULD-NUIG
team’s system, designed as part of So-
cial Media Mining for Health Applications
(#SMM4H) Shared Task 2021. We participate
in two tasks out of eight, namely "Classifi-
cation of tweets self-reporting potential cases
of COVID-19" (Task 5) and "Classification of
COVID19 tweets containing symptoms" (Task
6). The team conduct a series of experiments
to explore the challenges of both the tasks. We
used a multilingual pre-trained BERT model
for Task 5 and Generative Morphemes with
Attention (GenMA) model for Task 6. In the
experiments, we find that, GenMA, developed
for Task 6, gives better results on both valida-
tion and test data-set. The submitted systems
achieve F-1 score 0.53 for Task 5 and 0.84 for
Task 6 on test data-set.

1 Introduction

In recent decades, social media has proved to be
one of the greatest sources of information exchange.
When the world was overtaken by the COVID-19
outbreak, social media became the greatest plat-
form for the general public to exchange differ-
ent information about the pandemic. With the
widespread digitization of behavioural and medical
data, the emergence of social media, and the Inter-
net’s infrastructure of large-scale knowledge stor-
age and distribution, there has been a breakthrough
in our ability to identify human social interactions,
behavioural patterns, cognitive processes and their
relationships with healthcare. At the same time,
it has also induced a different level of challenges
in the natural language processing field such as
detection of medical jargons, named entity recog-
nition, multi-word expressions. Furthermore, the
informal nature of tweets and short length, which
often contain non-standard grammar, frequent mis-
spellings, many contractions, extensive slang, and
use of emojis/emoticons to express emotion ex-
acerbate the challenges (Dang et al., 2020). The

scenario becomes even more complicated since so-
cial media covers very large populations and the
geographical location.

Despite several issues, social media data has
been used to monitor human health and disease (the
recent pandemic outburst) all over the world. Many
promising methodologies are being developed. In
this paper, we describe two different systems
trained on the data provided by the Social Media
Mining for Health Applications (#SMM4H) Shared
Task 2021 organisers (Magge et al., 2021) namely
Task 5: Classification of tweets self-reporting po-
tential cases of COVID-19 and Task 6: Classifi-
cation of COVID19 tweets containing symptoms
(see Section 2). We conduct a series of experi-
ments to explore the challenges of both the tasks.
We use multilingual pre-trained BERT model for
Task 5 and Generative Morphemes with Attention
(GenMA) model for Task 6 (see Section 3).

2 Data Augmentation

2.1 Data Size

Task 5 : Classification of tweets self-
reporting potential cases of COVID-19
We use the data set provided by the organ-
isers of Task 5 SMM4H’21.1 The data was
divided into training set, validation set and
test set as detailed in Table 1. The task
involves binary classification of the tweets,
which distinguishes self-reported potential
cases of COVID-19 annotated as 1 and non
potential cases annotated as 0.
Task 6 : Classification of COVID19 tweets
containing symptoms
The data set for the experiment was given by
the organisers of Task 6 SMM4H’21.2 Like
Task 5 this data was also divided in training,

1https://healthlanguageprocessing.org/
smm4h-2021/task-5/

2https://healthlanguageprocessing.org/
smm4h-2021/task-6/
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validation and test set. The statistics of the
data set is given in Table 1. The data is classi-
fied at three different levels: self-reports, non-
personal reports, literature/news mentions.

Task Training Validation Test
Task 5 6,465 717 10,000
Task 6 9,068 501 6,500

Table 1: Statistics of Task 5 and 6 Dataset

2.2 Pre-processing

We normalized the data through the following pre-
processing steps as part of the experiment.

1. After a thorough manual evaluation of the data
set, we came to the conclusion that emoticons,
URLs along with the other special characters
which are very common in social media data
do not serve necessary purpose for our tasks.
Therefore we removed emoticon, URLs and
other special characters from the data set.

2. Lower casing all the tweets in the data set.
After lower casing the tweets all extra spaces
were removed from it.

3 Experiments

3.1 Task 5

We have used the multilingual pre-trained
BERT (Devlin et al., 2019; Turc et al., 2019) model
to fine-tune our model on the given Task 5 training
data set. The detailed model descriptions is given
below:

• The model has an embedding dimension of
768. We have used the Google-provided cased
vocabulary.

• Parameters for training - We have trained our
model for 3 epochs on the training data set
and have used a stepped LR scheduler for the
learning rate scheduling. The learning rate is
set to 2e-5 (see Equation 1).

Based on Hugging Face implementation, we have
used the below equation as warmup steps definition
for training the model. Here ‘r’ is the tuneable
parameter, which defines the percentage of data
used to define the step size while training. We have
used 10% of the data while training. After training

the model we have tested it on the held-out test data
set given by the organizers.

Wsteps =
(len(trainingset) ∗ epochstraining)

batchsizetraining ∗ r
(1)

3.2 Task 6

We have taken the inspiration from the Gen-
erative Morphemes with Attention (GenMA)
model (Goswami et al., 2020) to develop the model
for Task 6. We have noted the model description
below:

• The model takes the character sequence as the
input sequence. It has one character embed-
ding layer and two convolutions (CONV1D)
layers. Each convolution layer has one max-
pooling layer. After the convolution layers,
there is one LSTM layer and one bidirectional
LSTM layer, followed by two self-attention
layers. The model has two hidden layers and
one softmax layer. The model generates new
artificial morphemes and frames a sentence
as a group of new morphemes. The combi-
nation of two CNN layers helps to generate
new morphemes based on deep relative co-
occurring characters (3 characters frame), and
the LSTM layers help to capture the global in-
formation of sentences based on newly gener-
ated features. The self-attention layers help to
construct sentence-level information. It also
captures relativity strength among different
co-occurring character features.

• We have used 32 filters, each with a kernel
size of 3. The max-pooling size is 3. The hid-
den size hi of LSTM units is kept to 100. The
dense layer has 32 neurons, and it has 50 per-
cent dropout. The Adam optimizer (Kingma
and Ba, 2015) is used to train our model
with the default learning set to 0.0001. The
batch size is set to 10. For the convolution
layer in both the experiments we have used
the relu activation function (Nair and Hinton,
2010) and for the dense layer we have used
tanh activation function (Kalman and Kwasny,
1992). Categorical cross-entropy loss is used
for the multi-class classification. We have
used Keras3 to train and test our model.

3https://keras.io
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The convolution layers act as the feature extrac-
tor of the sentences. The one-dimensional convo-
lution implements one-dimensional filters which
slide over the sentences as a feature extractor. The
second convolution layer will take feature represen-
tations as input and generate a high-order feature
representation of the characters. The max-pooling
network after each convolution network helps to
capture the most important features of size d. The
new high-order representations are then fed to the
LSTM (Long Short Term Memory Network) as
input.

The LSTM layer takes the output of the previ-
ous CNN layer as input. The LSTM layer pro-
duces a new representation sequences in the form
of h1, h2, ....hn where ht is the hidden state of the
LSTM of time step t, summarising all the informa-
tion of the input features (morphemes) of the sen-
tences. At each time step, t, the hidden state takes
the previous time step hidden state ht−1 and char-
acters (xt) as input. A bidirectional LSTM (BiL-
STM) network has been used, which has helped
us to summarise the information of the features
from both directions. The Bidirectional LSTM
consists of a forward pass and a backward pass
which provides two annotations of the hidden state
hfor and hback. We obtained the final hidden state
representation by concatenating both hidden states
hi = hi−for⊕hi−back, where hi is the hidden state
of the i-th timestep and ⊕ is the element-wise sum
between the matrices.

The attention layer helps to determine the im-
portance of one morpheme over others while build-
ing sentence embedding for classification. The
self-attention mechanism has been adopted from
Baziotis et al. (2018), which helped to identify the
morphemes that capture the important features to
classify the tweets. The mechanism assigns weight
ai to each feature’s annotation based on output hi
of the BiLSTM’s hidden states, with the help of the
softmax function as illustrated in Equation 2 and
3 (Baziotis et al., 2018).

ai = tanh(Wh · hi + bh) (2)

ai =
exp(ai)∑T

t=1 exp(at))
(3)

The new representation will give a fixed representa-
tion of the sentence by taking the weighted sum of
all feature-label annotations as shown in Equation

4.

r =
T∑

i=1

ai · hi (4)

where Wh and bh are the attention weights and bias
respectively (Baziotis et al., 2018; Goswami et al.,
2020).

The output layer consists of one fully-connected
layer with one softmax layer. The sentence repre-
sentation after the attention layer is the input for
the dense layer. The output of the dense layer is the
input of the softmax which gives the probability
distribution of all the classes with the help of the
softmax function.

4 Evaluation

We use shared task organizers’ validation and test
data-set for evaluation. The standard evaluation
metrics, Precision, Recall and F-1 score, were used
for automatic evaluation. It gives a quantitative
picture of particular differences across different
systems, especially with reference to evaluation
scores. On the validation data-set, Task 5 and 6
systems’ F-1 score were 0.89 and 0.95 respectively.
While on the test data-set, F-1 score were 0.53 and
0.84 respectively. The detailed results are given in
Table 2.

System Precision Recall F-1 score
Task 5 0.7412 0.4091 0.53
Task 6 0.8415 0.8415 0.84

Table 2: Accuracy of Task-5 and 6 Systems on Test
Data-set

5 Summing up

The entire series of experiments gave us various
types of insights to deal with social media data
for mining medical information. We observed that
pre-trained language models such as BERT do not
provide good results for extraction of medical in-
formation for COVID-19. One of the reasons that
we could think is that these models are trained
on various domain data set but it is very unlikely
that these data-sets contain information regarding
COVID-19. On the other hand our characters based
attention model outperform the BERT model. In
future, we would like to explore more models with
word features, specific linguistic features in order
to deeply understand the characteristics of social
media mining for clinical information.

151



Acknowledgements

This publication has emanated from research in
part supported by the EU H2020 programme under
grant agreements 731015 (ELEXIS-European Lex-
ical Infrastructure) as well as by the Irish Research
Council under grant number SFI/18/CRT/6223
(CRT-Centre for Research Training in Artificial
Intelligence) co-funded by the European Regional
Development Fund.
We are also grateful to the organizers of
SMM4H’21 Shared Task for providing us the Task
5 and 6 data and evaluation scores.

References
Christos Baziotis, Athanasiou Nikolaos, Pinelopi

Papalampidi, Athanasia Kolovou, Georgios
Paraskevopoulos, Nikolaos Ellinas, and Alexandros
Potamianos. 2018. NTUA-SLP at SemEval-2018
task 3: Tracking ironic tweets using ensembles
of word and character level attentive RNNs. In
Proceedings of The 12th International Workshop
on Semantic Evaluation, pages 613–621, New
Orleans, Louisiana. Association for Computational
Linguistics.

Huong Dang, Kahyun Lee, Sam Henry, and Özlem
Uzuner. 2020. Ensemble BERT for classifying
medication-mentioning tweets. In Proceedings of
the Fifth Social Media Mining for Health Appli-
cations Workshop & Shared Task, pages 37–41,
Barcelona, Spain (Online). Association for Compu-
tational Linguistics.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. BERT: Pre-training of
Deep Bidirectional Transformers for Language Un-
derstanding. In Proceedings of the 2019 Conference
of the North American Chapter of the Association
for Computational Linguistics: Human Language
Technologies, Volume 1 (Long and Short Papers),
pages 4171–4186.

Koustava Goswami, Priya Rani, Bharathi Raja
Chakravarthi, Theodorus Fransen, and John P. Mc-
Crae. 2020. ULD@NUIG at SemEval-2020 task 9:
Generative morphemes with an attention model for
sentiment analysis in code-mixed text. In Proceed-
ings of the Fourteenth Workshop on Semantic Eval-
uation, pages 968–974, Barcelona (online). Interna-
tional Committee for Computational Linguistics.

Barry L Kalman and Stan C Kwasny. 1992. Why
tanh: choosing a sigmoidal function. In [Proceed-
ings 1992] IJCNN International Joint Conference on
Neural Networks, volume 4, pages 578–581. IEEE.

Diederik P. Kingma and Jimmy Ba. 2015. Adam: A
Method for Stochastic Optimization. In 3rd Inter-
national Conference on Learning Representations,

ICLR 2015, San Diego, CA, USA, May 7-9, 2015,
Conference Track Proceedings.

Arjun Magge, Ari Klein, Ivan Flores, Ilseyar Al-
imova, Mohammed Ali Al-garadi, Antonio Miranda-
Escalada, Zulfat Miftahutdinov, Eulàlia Farré-
Maduell, Salvador Lima López, Juan M Banda,
Karen O’Connor, Abeed Sarker, Elena Tutubalina,
Martin Krallinger, Davy Weissenbacher, and Gra-
ciela Gonzalez-Hernandez. 2021. Overview of the
Sixth Social Media Mining for Health Applications
(# SMM4H) Shared Tasks at NAACL 2021. In
Proceedings of the Sixth Social Media Mining for
Health Applications Workshop & Shared Task.

Vinod Nair and Geoffrey E Hinton. 2010. Recti-
fied Linear Units Improve Restricted Boltzmann Ma-
chines. In Proceedings of the 27th international con-
ference on machine learning (ICML-10), pages 807–
814.

Iulia Turc, Ming-Wei Chang, Kenton Lee, and Kristina
Toutanova. 2019. Well-read students learn better:
On the importance of pre-training compact models.
arXiv e-prints, pages arXiv–1908.

152



Author Index

Agüero-Torales, Marvin, 13
Aji, Alham Fikri, 58
Ali Al-Garadi, Mohammed, 21, 52
Alimova, Ilseyar, 21
Andrade, Vitor, 108
Aranda Montes, Francisco, 69

Banda, Juan, 21
Bhattacharyya, Pushpak, 88
Blinov, Pavel, 95
Briva-Iglesias, Vicent, 13

Carreto Fidalgo, David, 69
Cercel, Dumitru-Clementin, 44
Chakravarthi, Bharathi Raja, 149
Chen, Chang-Hao, 98
Chen, Yubo, 77
Choi, Jinho D., 7
Chong, Weifeng, 77
Choubey, Parthivi, 33
Cornelius, Joseph, 146
Couto, Francisco, 108
Cuervo Rosillo, Roberto, 74

Das, Dipankar, 135
Dascalu, Mihai, 44
Dey, Monalisa, 135
Dima, George-Andrei, 44
Diwan, Tausif, 118
Domínguez Olmedo, Juan Luís, 105
Dondeti, Priyanka, 131
Dreisbach, Caitlin, 131

Elkaref, Mohab, 91
Ellendorff, Tilia, 146

Farré-Maduell, Eulàlia, 13
Farre, Eulalia, 21
Fatyanosa, Tirana, 58
Fleming, Max, 131
Flores, Ivan, 21

Gan, Zhen, 77
Gascó, Luis, 13
Ge, Yao, 52

Gonzalez-Hernandez, Graciela, 21
Goswami, Koustava, 149
Guo, Yuting, 52
Gupta, Pranjal, 88

Han, Mei, 126
Hassan, Lamiece, 91
Hung, Man-Chen, 98

Ichiro, Kobayashi, 123

Ji, Zongcheng, 126

Kamal, OJASV, 112
Karisani, Payam, 7
Kashyap, Saisha, 33
Kayastha, Tanay, 88
Khose, Sahil, 33
Klein, Ari, 21
Krallinger, Martin, 13, 21
Kumar, Adarsh, 112
Kumar, Deepak, 102
Kumar, Nalin, 102

Lakara, Kumud, 33
Langer, Stefan, 83
Laureano De Leon, Frances Adriana, 115
Lee, Lung-Hao, 98
Lee, Mark, 115
Lee, Po-Lei, 98
Li, Zhucong, 77
Lima López, Salvador, 21
Lima-López, Salvador, 13
Liu, Kang, 77
Liu, Shengping, 77
López Úbeda, Pilar, 141
Lopez, Jesus, 65
Lu, Chien-Huan, 98
Luo, Ying, 123

Magge, Arjun, 21
Mahata, Sainik, 135
Martin, Maite, 141
Mata Vázquez, Jacinto, 105
Mazumdar, Susmita, 112

153



McCrae, John P., 149
Mesa Murgado, Alberto, 141
Miftahutdinov, Zulfat, 21, 39
Miranda-Escalada, Antonio, 13, 21
Mishra, Subhankar, 102
Mitrofan, Maria, 128
Mondal, Anupam, 135
Montes, Manuel, 65

Nakhate, Prajwal, 118
Naskar, Sudip, 138
Ng, Victoria, 1
Nityasya, Made Nindyatama, 58
Niu, Jingcheng, 1
Niu, Kun, 77

O’Connor, Karen, 21
Ojha, Atul Kr., 149

Pachón, Victoria, 105
Pais, Vasile, 128
Parras Portillo, Ana, 141
Penn, Gerald, 1
Pereira, Lis, 123
Pimpalkhute, Varad, 118
Poliak, Adam, 131
Prasojo, Radityo Eko, 58

Ramesh, Sidharth, 33
Rani, Priya, 149
Rees, Erin, 1
Rinaldi, Fabio, 146
Roychoudhury, Rajarshi, 138
Ruas, Pedro, 108

Sakhovskiy, Andrey, 39
Santamaría Carrasco, Sergio, 74
Sarker, Abeed, 21, 52
Shi, Yafei, 77
Shyu, Kuo-Kai, 98
Singh, Nishesh, 33

Talavera Cepeda, Ignacio, 69
Tayyar Madabushi, Harish, 115
Tiwari, Abhiraj, 33
Tutubalina, Elena, 21, 39

Ureña-López, Alfonso, 141

Valdes, Alberto, 65
Verma, Ujjwal, 33
Vila-Suero, Daniel, 69

Wan, Jing, 77

Weissenbacher, Davy, 21
Wibowo, Haryo Akbarianto, 58

Xia, Tian, 126
Xiong, Li, 7

Yaseen, Usama, 83

Zhang, Baoli, 77
Zhao, Jun, 77
Zhou, Tong, 77


	Program
	Statistically Evaluating Social Media Sentiment Trends towards COVID-19 Non-Pharmaceutical Interventions with Event Studies
	View Distillation with Unlabeled Data for Extracting Adverse Drug Effects from User-Generated Data
	The ProfNER shared task on automatic recognition of occupation mentions in social media: systems, evaluation, guidelines, embeddings and corpora
	Overview of the Sixth Social Media Mining for Health Applications (#SMM4H) Shared Tasks at NAACL 2021
	BERT based Transformers lead the way in Extraction of Health Information from Social Media
	KFU NLP Team at SMM4H 2021 Tasks: Cross-lingual and Cross-modal BERT-based Models for Adverse Drug Effects
	Transformer-based Multi-Task Learning for Adverse Effect Mention Analysis in Tweets
	Pre-trained Transformer-based Classification and Span Detection Models for Social Media Health Applications
	BERT Goes Brrr: A Venture Towards the Lesser Error in Classifying Medical Self-Reporters on Twitter
	UACH-INAOE at SMM4H: a BERT based approach for classification of COVID-19 Twitter posts
	System description for ProfNER - SMMH: Optimized finetuning of a pretrained transformer and word vectors
	Word Embeddings, Cosine Similarity and Deep Learning for Identification of Professions & Occupations in Health-related Social Media
	Classification, Extraction, and Normalization : CASIA_Unisound Team at the Social Media Mining for Health 2021 Shared Tasks
	Neural Text Classification and Stacked Heterogeneous Embeddings for Named Entity Recognition in SMM4H 2021
	BERT based Adverse Drug Effect Tweet Classification
	A Joint Training Approach to Tweet Classification and Adverse Effect Extraction and Normalization for SMM4H 2021
	Text Augmentation Techniques in Drug Adverse Effect Detection Task
	Classification of Tweets Self-reporting Adverse Pregnancy Outcomes and Potential COVID-19 Cases Using RoBERTa Transformers
	NLP@NISER: Classification of COVID19 tweets containing symptoms
	Identification of profession & occupation in Health-related Social Media using tweets in Spanish
	Lasige-BioTM at ProfNER: BiLSTM-CRF and contextual Spanish embeddings for Named Entity Recognition and Tweet Binary Classification
	Adversities are all you need: Classification of self-reported breast cancer posts on Twitter using Adversarial Fine-tuning
	UoB at ProfNER 2021: Data Augmentation for Classification Using Machine Translation
	IIITN NLP at SMM4H 2021 Tasks: Transformer Models for Classification on Health-Related Imbalanced Twitter Datasets
	OCHADAI at SMM4H-2021 Task 5: Classifying self-reporting tweets on potential cases of COVID-19 by ensembling pre-trained language models
	PAII-NLP at SMM4H 2021: Joint Extraction and Normalization of Adverse Drug Effect Mentions in Tweets
	Assessing multiple word embeddings for named entity recognition of professions and occupations in health-related social media
	Fine-tuning Transformers for Identifying Self-Reporting Potential Cases and Symptoms of COVID-19 in Tweets
	Classification of COVID19 tweets using Machine Learning Approaches
	Fine-tuning BERT to classify COVID19 tweets containing symptoms
	Identifying professions & occupations in Health-related Social Media using Natural Language Processing
	Approaching SMM4H with auto-regressive language models and back-translation
	ULD-NUIG at Social Media Mining for Health Applications (#SMM4H) Shared Task 2021

