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Abstract

This paper describes models developed for the
Social Media Mining for Health (SMM4H)
2021 shared tasks (Magge et al., 2021). Our
team participated in the first subtask that clas-
sifies tweets with Adverse Drug Effect (ADE)
mentions. Our best performing model utilizes
BERTweet followed by a single layer of BiL-
STM. The system achieves an F-score of 0.45
on the test set without using any supplemen-
tary resources such as Part-of-Speech tags, de-
pendency tags, or knowledge from medical
dictionaries.

1 Introduction

In this effort, we focus on detecting tweets that
have ADE mentions as a part of the Social Media
Mining for Health (#SMM4H) - 2021 shared tasks
(Magge et al., 2021). Organizers of SMM4H Task
1 provided datasets of English tweets with binary
annotations of 1 and 0 indicating the presence or
absence of ADE mentions in the tweet. We develop
a robust system against the class imbalance prob-
lem in the dataset that classifies tweets containing
at least one ADE mention. We also validate the
importance of emojis and hashtags in ADE classifi-
cation empirically.

2 Data

2.1 Dataset

The dataset consists of a training set (18,000
tweets), validation set (953 tweets), and test set
(10,000 tweets). The dataset is highly imbalanced,
with only 7% of the tweets containing ADE men-
tions. We tackle this challenge using sampling and
per-class penalties in the objective function.

2.2 Preprocessing

We performed following preprocessing on the
dataset:

1. Replace emoji with its text string (for example,
’:)’ with ’slightly smiling face’)

2. Strip ’#’ from hashtags in tweets

3. Drop user-mentions and URLs

4. Lowercase all words

We used emoji1 package to translate emoji to text
string.

3 Method

We explore three BERT-based models for classifica-
tion: (i) BERT (Devlin et al., 2019), (ii) RoBERTa
(Liu et al., 2019), and (iii) BERTweet (Nguyen
et al., 2020). We pass the input through our BERT-
based models to get token representations. To com-
pute the sentence representations, we consider two
cases - i) [CLS] token (fine-tuning) ii) we pass
token representations without [CLS] and [SEP]
through a single layer BiLSTM and concatenate the
forward and backward context. The sentence repre-
sentation is passed through a fully connected neural
network layer followed by a sigmoid activation to
predict probabilities.

To tackle class imbalance, we experiment with
oversampling, undersampling, and addition of per-
class penalties in the objective function. For over-
sampling approach, we randomly sampled positive
examples with replacement until each class con-
tained 10,000 tweets. For the undersampling ap-
proach, we randomly sample negative examples to
create a balanced training dataset.

4 Experiments

For the classification task, each BERT model is
trained for 10 epochs with a learning rate of 1
* 10−5 using Adam optimizer (Kingma and Ba,

1https://pypi.org/project/emoji/

https://pypi.org/project/emoji/
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Name Validation set
P R F1

BERTbase - Fine Tune 0.697 0.708 0.702
BERTbase - unweighted 0.742 0.708 0.724
BERTbase 0.77 0.723 0.746
RoBERTa 0.845 0.754 0.797
RoBERTaover 0.637 0.892 0.743
RoBERTaunder 0.659 0.862 0.747
BERTweetraw 0.864 0.784 0.823
BERTweet 0.812 0.862 0.836

Table 1: Task1a results on Validation set

2017). We set the batch size to 32 and the maxi-
mum sequence length to 128. To tackle class imbal-
ance, we add weights to the standard cross-entropy
loss. We set weights as 0.7 and 0.3 for ADE and
NoADE classes, respectively. We utilize PyTorch2

implementation of BERT for training. We train
RoBERTaover, RoBERTaunder and BERTbase - un-
weighted, using standard unweighted cross-entropy
loss. We conduct model selection for every 200
steps against the validation set using the F1-score
of the ADE class for comparison.

5 Discussion

It is evident from Table 1 that BERTbase outper-
forms BERTbase-Fine Tune, and validates that the
use of BiLSTM layer on top of BERT improves
both precision and recall. Table 1 also shows that
use of per-class penalties in the objective function
(BERTbase) results in better performance as com-
pared to the model with unweighted objective func-
tion (BERTbase - unweighted).

Table 2 shows that retaining emoji and hashtags
in tweets help in achieving better performance on
BERTbase as against excluding those.

Table 1 shows that RoBERTa outperformed
BERTbase in all the evaluation metrics. How-
ever, RoBERTaover and RoBERTaunder gave re-
sults comparable to BERTbase. The results show
that the ADE class’s oversampling and the NoADE
class’s undersampling did not handle the class im-
balance problem well. Hence, we resort to adding
class-weights in our objective function.

BERTweet outperforms BERTweetraw, which
uses preprocessing techniques described in
(Nguyen et al., 2020). Our preprocessing steps
are inspired by (Nguyen et al., 2020) with the only

2https://huggingface.co/transformers/
model_doc/bert.html

difference being that we remove all user mentions
and web/URL links from the tweet. We empirically
validate our intuition that the user mentions, web
links act as noise in the text and do not provide any
valuable information needed for the classification
task.

Table 3 shows the performance of BERTweet on
the test set. Our model’s performance is relatively
poor on the Test set compared to the validation set,
which can be attributed to overfitting. This overfit-
ting can be reduced by adding dropout in the model.
Table 3 shows the performance of BERTweet on
the Test set in the post-evaluation phase after the
addition of dropout to the BiLSTM layers.

Model: BERTbase P R F1
retain hashtag 0.80 0.677 0.733
retain emoji 0.671 0.754 0.71
retain hashtag and emoji 0.77 0.723 0.746

Table 2: Results of BERTbase trained with different pre-
processing applied both to training and validation set

Model: BERTweet P R F1
Evaluation 0.523 0.409 0.46
Post-Evaluation 0.538 0.451 0.491

Table 3: Results of BERTweet on #SMM4H - 2021
Task 1a Test set

6 Conclusion

In this work, we explore an application of BERT to
the task of binary classification on English Tweets.
We validate that use of per-class penalties in the
objective function helped in overcoming the class
imbalance problem. We have empirically evaluated
differently tuned model versions and preprocessing
methods against F1-score for the "ADE" class. Ex-
periments have shown that our model has achieved
an F1-score of 0.46, precision of 0.523, and recall
of 0.409 on the test set.

The future directions would be to evaluate the
potential of supplementary resources in our model,
such as Part-of-Speech Tags, Dependency Tags,
knowledge from medical dictionaries (such as Med-
DRA).
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