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Abstract

Inscribing persuasion techniques in memes is
the most impactful way to influence peoples’
mindsets. People are more inclined to memes
as they are more stimulating and convincing
and hence memes are often exploited by tact-
fully engraving propaganda in its context with
the intent of attaining specific agenda. This
paper describes our participation in the three
subtasks featured by SemEval 2021 task 6 on
the detection of persuasion techniques in texts
and images. We utilize a fusion of logistic re-
gression, decision tree, and fine-tuned Distil-
BERT for tackling subtask 1. As for subtask 2,
we propose a system that consolidates a span
identification model and a multi-label classifi-
cation model based on pre-trained BERT. We
address the multi-modal multi-label classifica-
tion of memes defined in subtask 3 by uti-
lizing a ResNet50 based image model, Distil-
BERT based text model, and a multi-modal ar-
chitecture based on multikernel CNN+LSTM
and MLP model. The outcomes illustrated the
competitive performance of our systems.

Keywords: persuasion techniques, transfer learn-
ing, multimodal neural architecture.

1 Introduction

Persuasion techniques are quite recurrent in so-
cial media contents as it reaches a vast community.
Proselytizing contents are adroitly implanted in
posts and blogs which influence people’s thoughts
unconsciously. Nowadays such techniques are also
being instilled in memes as people’s attention is
easily captured through illustration rather than nar-
ration. Manipulators often use this as a tool to
promote their own deceitful agenda which can be
political or anything else. Fake news is also spread
through these disguised duplicitous contents which

The first four authors have equal contributions.

cause a lot of casualties. Therefore, it is an indis-
pensable task to detect these techniques in multi-
modal contents to protect the users from deception.

The objective of SemEval 2021 task 6 (Dimitrov
et al., 2021) is to detect the persuasion techniques
in textual and multi-modal contents. This task in-
cludes three subtasks where the first two are based
on textual contents only. More precisely, the first
subtask requires us to detect which persuasion tech-
niques among the given 20 techniques are inscribed
in the textual content whereas the second subtask
requires us to not only find which techniques are
used but also to find the specific span of the text
each technique corresponds to. The third subtask
is a multi-modal multi-label classification problem
where we need to identify which of the given 22
techniques are engraved both in the textual and vi-
sual content of the meme. An example from the
provided dataset along with the desired output for
three subtasks is depicted in Figure 1.

Numerous works have been done on the multi-
label classification of text contents. (Chalkidis
et al., 2019) depicted the pre-eminent impact
of bidirectional GRU with label-wise attention
in the legal domain. A consolidation of latent
emotion memory (LEM) network and Bi-GRU
was exploited for multilabel emotion classifica-
tion (Fei et al., 2020). Besides, SemEval 2020
task 11 (Da San Martino et al., 2020) introduced
two subtasks including span identification of propa-
gandistic fragments in text content and technique
classification of propagandistic fragments. The top-
performing team (Morio et al., 2020) in the span
identification subtask utilized several pre-trained
language models for both subtasks. They also pro-
posed an effective ensemble method with stacked
generalization. The winning team (Jurkiewicz
et al., 2020) of the technique classification sub-
task approached with an ensemble of RoOBERTa
based models and utilized RoOBERTa-CRF archi-
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Tasks Input Output (Persuasion Techniques)
* Loaded Language
Subtask #1 » Exaggeration / Minimisation
ELEGANT AT LYING\n\nBRUTAL
WITH THE TRUTH\n BRUTAL: Loaded Language
Subtask #2 BRUTAL WITH THE TRUTH: Exaggeration / Minimisation
ELEGANT AT LYING\n\nBRUTAL | « Exaggeration / Minimisation
WITH THE TRUTH\n «  Glittering Generalities (Virtue)
Subtask #3 + + Loaded Language
Meme:113_image.png +  Smears

Figure 1: An illustration of the different subtasks.

tecture for the span identification subtask. (Wen
et al., 2020) addressed a multi-label image clas-
sification problem by following human behavior
pattern where labels and image features extracted
by the ConvNet were projected to a common latent
vector space to capture label correlation. (Song
et al., 2018) used a deep multi-modal CNN method
for multi-instance multi-label image classification.

In this paper, we present our approaches to ad-
dress the challenges of identifying persuasion tech-
niques in the textual and multimodal contents as
defined in SemEval 2021 task 6. We exploit various
kinds of approaches ranging from traditional statis-
tical classifiers to the state-of-the-art deep learning
architecture (e.g. multi-kernel CNN+LSTM, MLP,
and ResNet50) and transformer models (e.g. BERT,
DistilBERT, and FastBERT) in our proposed uni-
fied architecture.

We arrange the rest of the paper as follows: we
explicate our proposed framework in Section 2.
Section 3 enfolds the experimental details and com-
parative performance analysis. We analyze the per-
formance of our models and also portray an analy-
sis of erroneous detection in Section 3.4. Finally,
we conclude this paper with some future prospects
in Section 4.

2 Proposed Architecture

2.1 Subtask 1: Multi-label Persuasion
Techniques Classification

In subtask 1, we need to design a method to identify
the persuasive techniques used in textual content
of a meme. The overview of our proposed system
is depicted in Figure 2. In our proposed system, we
combine three different models: 1) Logistic regres-
sion classifier, 2) Decision tree classifier, and 3)

Text

/ Preprocessing \

Logistic Decision Fine-tuned
Regression Tree DistiiBERT

| l |

Predicted Labels Predicted Labels Predicted Labels

\ Fusion of Models /

I

Predicted Persuasion Techniques

Figure 2: Proposed framework of Subtask 1.

Fine-tuned DistilBERT model. We apply some pre-
processing techniques including removing punc-
tuations, numbers, special and single characters,
multi-space, text lower-casing, word contradiction,
and lemmatizing (Loper and Bird, 2002). Using
our proposed models, we get different probabil-
ity values for corresponding labels. Comparing
our threshold score against the probability values,
we find multi-label predictions from the individual
models and employ the majority voting scheme to
obtain our final multi-label predictions.

2.1.1 Logistic Regression

Logistic regression (Cheng and Hiillermeier, 2009)
is a machine learning model using probability con-
cepts. It exploits some set of discrete values and
the result is converted into a probability score by
using a logistic sigmoid function. In our system,
we employ a Tf-Idf vectorizer scheme for effective
feature representation. We fix our threshold score
to 0.05 for converting the probability score into a
specific label category. If the probability score is
greater than threshold values, it returns 1 as a true
value for a specific label and vice versa.
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2.1.2 Decision Tree

The decision tree (Safavian and Landgrebe, 1991)
is a supervised learning classifier where values are
divided ceaselessly following some specific param-
eters. We divide the decision tree into two sub-
components, one is decision nodes which split our
values and another is leaves which are considered
as final decided outcomes. For multi-label classi-
fication, we get different probabilities for all the
class labels and set the threshold value to select
labels following the same process as employed in
the logistic regression.

2.1.3 Fine-tuned DistilBERT

DistilBERT (Sanh et al., 2019) is a transformer
model that has 40% fewer parameters than BERT-
base and works 60% faster. We fine-tuned Distil-
BERT model using the training dataset. For train-
ing purposes, we format the pre-processed data
into two columns. One column contains the pre-
processed text, and the other column carries labels.
We convert the labels using scikit-learn(Pedregosa
et al., 2011) MultiLabelBinarizer. We construct a
neural network named DistilBERTClass involving
the DistilBERT model along with the dropout and
linear layer on top of it. The dimension of the linear
layer is 20 which is the number of labels given in
our subtask. We train the model a couple of times
by feeding our dataset and we get the probability
of each label. We use a random threshold to select
the final labels.

2.1.4 Fusion of Models

We assemble our three individual models through
a majority voting scheme. In majority voting, we
count the occurrences of labels from three distinct
models. We append the labels with the frequency
of 2 or more to the final list of labels. Therefore,
we obtain our final list of persuasive techniques for
a given meme text.

2.2 Subtask 2: Span Identification of
Persuasive Techniques

We propose a system that integrates a span identifi-
cation model and a multi-label classification model
for this subtask. We exploit an approach based on
pre-trained BERT (bert-base-uncased). We employ
SemEval 2020 Task 11’s (Da San Martino et al.,
2020) propaganda dataset as an external corpus.
The overview of our proposed model is depicted in
Figure 3.

SemEval 2020: Task 11 SemEval 2021: Task 6
Sl dataset dataset

@ Persuasive
@ Not-Persuasive

Prediction(0,1) on Phrases with SemEval 2020: Task 11
phrases prediction “1” TC dataset

Binary Classification Multi-label Classification

Figure 3: Proposed framework of Subtask 2.

2.2.1 Span Identification

We accumulate the sentences extracted from the
articles of SemEval 2020 Task 11°s SI dataset,
SemEval 2021 Task 6’s train, and development
dataset. We derive all possible phrases from these
sentences. Phrases with their indices included
in span are labeled as 1 (Persuasive) while oth-
ers are labeled as O (Not persuasive). This cus-
tomized dataset is then sent to the pre-trained BERT
model (Devlin et al., 2019) for training. We also
extract all possible phrases from the test dataset.
The pre-trained BERT model conducts binary clas-
sification on this test set. Here, the phrases are
considered as sentences, so this process can be
comprehended as a binary sentence classification
task. After classifying the phrases derived from the
test dataset, the indices of the phrases classified as
1 (Persuasive) are included in the spans and further
processed for technique classification.

2.2.2 Technique Classification

The phrases of the test data that are predicted as
persuasive in the previous segment are used as the
test dataset of this segment. In this portion, we
congregate SemEval 2020 Task 11’s technique clas-
sification dataset, SemEval 2021 Task 6’s train, and
development dataset. In the case of the last two
of them, we only include the text fragments, the
indices of which are included in the provided spans
instead of the whole text. We then send this con-
trived trainset to another pretrained BERT model
with the same configuration as before and operate
multi-label classification on the test set which gen-
erates predicted labels among the given 20 labels
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Figure 4: Proposed framework of Subtask 3.

per phrase. The phrases, their start index, end in-
dex, and their corresponding labels are then reinte-
grated as text fragments, start index, end index, and
technique accordingly with their original text and
converted into a suitable format for submission.

2.3 Subtask 3: Multi-modal Multi-label
Classification

For this multi-modal subtask, we propose a major-
ity voting based architecture as illustrated in Fig-
ure 4. We exploit a fine-tuned DistilBERT model,
an ensemble of multi-kernel CNN with LSTM mod-
ule and MLP module, and a fine-tuned ResNet50
model. These three models produce a list of persua-
sive techniques singularly and these lists are passed
to the majority voting module to obtain the final
list of persuasive techniques.

2.3.1 Fine-tuned DistilBERT

We use the same process of training described in
Section 2.1.3. We accumulate the training and
development dataset in a single corpus. Later, we
use the 90% percent of the data for training and the
rest of used as the validation set for finetuning.

2.3.2 Fine-tuned ResNet50

We perform fine-tuning on the residual neural net-
work (He et al., 2016) having 50 layers. We convert
our meme dataset as the format of the iMet Col-
lection 2019 - FGVC6 dataset (Zhang et al., 2019).

For training purposes, we include an additional la-
bel for the memes which have no labels assigned.
We utilize the “ResNet50” pre-trained model, hav-
ing “imagenet” as weights and 1000 classes. We
interchange the Average pool layer with the Adap-
tiveAvgPool2d layer. We attach some batch nor-
malization layers, dropout, and a linear layer. In the
linear layer, the BatchNorm1d takes 2048 features
as input. In the output layer, we return 23 output
features where we add one additional label with the
number of labels given in our problem. We train
two layers such as layer4 and the last linear layer
with the corresponding learning rate le-5 and Se-3.
We train the model numerous times and then get
the model predictions. Finally, we set a random
threshold to get the final predicted labels.

2.3.3 Ensemble of Multi-kernel CNN +
LSTM and MLP Model

To address the challenge of the multimodal sub-
task, a combination of high-level features in a
neural architecture is conventional. Our proposed
model suggests a fusion of features extracted from
multi-kernel CNN on top of the LSTM model
and MLP (multi-layer perceptron) model. We
exploit two kinds of word embeddings including
word2vec (Mikolov et al., 2013) and fine-tuned
FastBERT (Liu et al., 2020) models which are sent
to the convolutional model of kernel size (2, 3) and
subsequently to the LSTM model.
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Besides, we also explore a multi-layer percep-
tron model for one-dimensional image features,
sentence embeddings, and multi-modal features.

o Image Features: The image features
are extracted from YouTube-8M (Abu-El-
Haija et al., 2016) image feature extractor
model(1024-dimension).

e Sentence Embeddings: These are ex-
tracted from the fine-tuned FastBERT (768-
dimension) model and pre-trained RoOBERTa
(768-dimension) (Liu et al., 2019) model.

e Multi-modal Features: VisualBERT (Li
et al., 2019) is exploited to blend image fea-
tures along with text features. We imple-
ment the model proposed by (Li et al., 2020).
We extract the image features utilizing De-
tectron2 (Wu et al., 2019) and the text fea-
tures are encoded from a pre-trained BERT
model. Both features are then merged inside
Visual BERT. The dimension of the features is
(164,768) and we flatten these features for our
MLP module.

The output from two multi-kernel CNN+LSTM
(MKCNN+LSTM) modules and four MLP mod-
ules are concatenated and further transmitted to the
fully connected layer.

2.3.4 Fusion of Models

The list of predicted labels from the above three
models are subsequently passed to a majority vot-
ing module. The primary idea behind majority
voting is based on the frequency of the labels. If
a label exists in the majority of the models, it is
appended in the final list of labels.

3 Experiments and Evaluations

3.1 Dataset Description

In SemEval-2021 task 6 (Dimitrov et al., 2021),
overall 950 data has been provided for subtask 1,
2, and 3. In the case of subtask 1 and 2, training,
development, and test set contain 687, 63, and 200
textual data respectively. For subtask 3, the same
amount of textual and meme data has been accom-
modated since it is a multi-modal subtask. Dataset
for subtask 1 and 3 is annotated with 20 and 22 per-
suasive techniques correspondingly while subtask
2 dataset provides spans of 20 techniques used all
together in the text.

3.2 Experimental Setup

In this section, we illustrate our submitted systems
in SemEval-2021 Task 6. In case of subtask 1, we
use three differents models i.e. logistic regression,
decision tree classifier, and fine-tuned DistilBERT
model. The system configuration of these three
individual models are given in Table 1.

System Settings

. max_iter: 2000

C: 20

. penalty: 12

. tol: 0.001

. min_samples_split: 2
. min_samples_leaf: 1
. criterion: gini

. splitter: best

Logistic
Regression

Decision
Tree

. Tokenizer: distilbert-base-uncased
. Dropout: 0.2

. Learning rate: 2e-5

. Batch size: 16

. num_workers: 4

. Maximum length: 60

. Epochs: 10

Fine-tuned
DistilBERT

Table 1: System settings for Subtask 1.

We used the same system configuration of pre-
trained BERT model for two segments i.e. span
identification and multi-label technique classifica-
tion in the subtask 2. The system settings are de-
picted in Table 2.

System Settings

. max_seq_length: 128
. Epochs: 1

. train_batch_size: 8

. eval_batch_size: 8

. Weight decay: 0.5

. Learning rate: 4e-5
adam_epsilon: 1e-8

warmup_ratio: 0.06

Pre-trained BERT
T o U N T

max_grad_norm: 1.0

_
e

gradient_accumulation_steps: 1

—_—
—

. logging steps: 50

—
\S]

. save_steps: 2000

Table 2: System settings for Subtask 2.
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For subtask 3, we used three types of models.
One is a fine-tuned DistilBERT model which is
trained using the text written in a meme. The other
model is a fine-tuned ResNet50 model, and the last
one is multi-kernel CNN+LSTM and MLP model.
These three models trained with the given dataset
using different parameter settings. The system set-
tings for each model are represented in Table 3. As
meme is a combination of text and image, therefore
we consider the majority voting based predictions
as the final predictions for subtask 3.

System ‘ Settings
3| 1. nbfilters: 200
%E 2. nb_rnnoutdim: 600
&:g 3. ran_dropout: 0.5
=S | 4. optimizer: adam
=& | 5. Threshold: 0.3
= | 6. Epochs: 600
1. Tokenizer: distilbert-base-uncased
@E 2. Dropout: 0.25
2, 3. Learning rate: le-4
2% | 4. Batch size: 16
A 5. maximum length: 60
6. Epochs: 30
1. Image Size: (224,224,3)
§ % 2. Train Batch Size: 32
2.2 | 3. Test Batch Size: 16
QE)E 4. Optimizer: Adam
- 5. Optimizer Learning rate: 2e-4
6. Epochs: 900

Table 3: System settings for Subtask 3.

3.3 Results and Analysis

We now compare our proposed CSECUDSG sys-
tem’s performance with other participants systems
in three subtasks as shown in Table 4, Table 5, and
Table 6, respectively. In all the subtasks, the base-
line system is set to random. The organizers used
the F1-Micro as the primary evaluation measure
for all the subtasks.

The overall scores of the three subtasks por-
tray that our system acquired competitive perfor-
mance. However, in all the subtasks, our system
has some shortcomings with respect to the top per-
forming teams. MinD, Volta, and Alpha are the
top-performing teams in corresponding subtasks.
We further analyze the performance of our systems
in the subsequent section.

Team_Name F1-Macro F1-Micro
MinD 0.28993 0.59331
Alpha 0.26218 0.57187
Volta 0.26621 0.56958
CSECUDSG 0.18454 0.48894
NLPIITR 0.12590 0.37917
TriHeadAttention 0.02397 0.18373
Baseline 0.04427 0.06439

Table 4: Comparative performance analysis on test set
for Subtask 1.

Team_Name F1-Score Precision Recall
Volta 0.48166 0.50061 0.46409
HOMADOS 0.40737 0.41206 0.40278
WVOQ 0.26787 0.24265 0.29894
CSECUDSG 0.11983 0.07952 0.24303
YNUHPCC 0.09111 0.18583 0.06035
Baseline 0.00952 0.03368 0.00554

Table 5: Comparative performance analysis on test set
for Subtask 2.

Team_Name F1-Macro F1-Micro
Alpha 0.27315 0.58109
MinD 0.24389 0.56623
1213Li 0.22830 0.54860
CSECUDSG 0.12117 0.51312
LIIR 0.18807 0.49835
WVOQ 0.23957 0.47779
Baseline 0.05152 0.07062

Table 6: Comparative performance analysis on test set
for Subtask 3.

3.4 Discussion

In this section, we discuss the contribution of each
model’s performance against the combined system.
For subtask 1, we showed the individual model’s
performance on the test set in Table 7. From the
table, we can see that the decision tree classifier
achieved a score of 0.335 where the score is 0.426
and 0.480 in the case of the logistic regression clas-
sifier and DistilBERT model respectively. Analyz-
ing this individual model’s score, we can say that
we achieved the highest score from the DistilBERT
model. After applying majority voting, our score
increased to 0.008% and the final score is 0.48894
which means that the ensemble of three individual
models can detect better than individual models.

In subtask 3, from the Table 8 we observe that
the fine-tuned DistilBERT model provides a little
better score than the majority voting based model.
However, for the multi-modal task, both text and
image contexts are important, therefore we con-
sider the majority voting based model.
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Tasks Text/Image Predicted labels Gold labels
+ Flag-waving
AMERICAN EXPERIENCE\nTHE |
Subtask #1 GREAT WARn % Slogans [1]
+ Loaded Language
< AMERICAN EXPERIENCE\nTHE
GREAT WAR\n: Loaded Language
< AMERICAN EXPERIENCE\nTHE
AMERICAN EXPERIENCE\nTHE GREAT WAR\n: Loaded Language
Subtask #2 GREAT WARNn guag [1]
< CAN EX: Loaded Language
< PERIENCE\nTHE GREAT WAR\n:
Loaded Language
AMERICAN EXPERIENCE\nTHE | % Flag-waving % Flag-waving
GREAT WAR\n o Clittari
% Slogans w Glittering
Subtask #3 + Generalities
Meme:794_image_batch_2.png | % Loaded Language (Virtue)
< Transfer
Figure 5: Erroneous detection of persuasive techniques.
Method F1-Score Method F1-Score
CSECUDSG 0.48894 CSECUDSG 0.51312
Performance of Individual Models Performance of Individual Models
—Logistic Regression 0.33585 —MKCNN+LSTM and MLP model 0.36836
—Decision Tree 0.42685 —Fine-tuned ResNet50 model 0.46449
—Fine-tuned DistilBERT model 0.48064 —Fine-tuned DistilBERT model 0.52899

Table 7: Individual model’s performance for Subtask 1.

Further, we look into the reason behind the inac-
curacy of multiple labels detected by our systems in
all the subtasks. For this purpose, we have shown
some examples in Figure 5. We noticed that due to
the imbalance of labels in the dataset, our systems
could not detect the labels which are present in less
amount. As the percentage of these three labels
i.e. ‘Loaded Language’, ‘Smears’, and ‘Name call-
ing/Labeling’ are higher than the other labels, our
system detects these three labels considerably but
overlooks other labels.

4 Conclusion and Future Directions

In this paper, we traversed different classification
approaches along with a rich set of transfer learn-
ing features to tackle the challenges of the task. To
predict the multiple labels in subtask 1 and 3, we ex-
ploited a unified architecture based on three differ-
ent models. However, for span and technique classi-
fication in subtask 2, we used the pre-trained BERT
model where the SemEval-2020 task 11 dataset is
used to ameliorate the performance.

Table 8: Individual model’s performance for Subtask 3.

In the future, for subtask 1 and subtask 2, we
have a plan to employ more pre-processing tech-
niques and to conduct our experiment on efficient
classifiers. Besides, we want to use deep learning
models as well as other transfer learning fine-tuned
models i.e. ROBERTa, BERT, GPT. For subtask 3,
we plan to incorporate various image datasets to
get more efficacious features.
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