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Abstract

From statistical to neural models, a wide va-
riety of topic modelling algorithms have been
proposed in the literature. However, because
of the diversity of datasets and metrics, there
have not been many efforts to systematically
compare their performance on the same bench-
marks and under the same conditions. In this
paper, we present a selection of 9 topic mod-
elling techniques from the state of the art re-
flecting a diversity of approaches to the task,
an overview of the different metrics used to
compare their performance, and the challenges
of conducting such a comparison. We empiri-
cally evaluate the performance of these mod-
els on different settings reflecting a variety of
real-life conditions in terms of dataset size,
number of topics, and distribution of topics,
following identical preprocessing and evalua-
tion processes. Using both metrics that rely
on the intrinsic characteristics of the dataset
(different coherence metrics), as well as exter-
nal knowledge (word embeddings and ground-
truth topic labels), our experiments reveal sev-
eral shortcomings regarding the common prac-
tices in topic models evaluation.

1 Introduction

The automatic analysis of textual data has gained
increasing levels of attention over the last few
decades. The cost of manually analysing and anno-
tating the ever-growing quantity of content created
and shared on the Web continues to be prohibitively
expensive. Topic modelling is an NLP task where,
given a corpus of documents, the objective is to
find the underlying meaningful clusters of docu-
ments (or fopics) that are thematically coherent
(use consistent and related vocabulary) and assign
each document to one or more of these topics. As
a text mining technique, it allows the analysis of
big volumes of textual documents through clus-
tering them into coherent sets addressing similar

subjects (or topics), and labeling them using key-
words that are understandable by the end-user. It
has the advantage of not relying on any labeled
data to achieve good results, as the training of topic
models is done in an unsupervised matter. More-
over, the resulting topics and representations can
then be used to perform other NLP tasks such as
trend prediction (Lau et al., 2012), text summariza-
tion (Lin and Hovy, 2000), improving named entity
recognition (Newman et al., 2006), and content
recommendation (Papneja et al., 2021).

Because of the unsupervised nature of the task,
the evaluation of the quality of topic modelling
techniques relies usually on metrics that do not
require human annotation or ground-truth labels.
Most of the used “coherence” metrics — further
detailed in Section 3.1 — attempt to measure how
much the resulting topics reflect some statistical
characteristics of the original dataset and its word
co-occurrences distribution. These metrics utilise
different definitions of what a “coherent topic”
is, and they only contingently agree with humans
judgement (Chang et al., 2009). Coupled with the
different approaches for document preprocessing
and the variety of used evaluation datasets, this
complexity leads to several nuances in the evalua-
tion process that are not widely acknowledged in
the literature at large. Thus, comparisons can be
inconsistent and sometimes misleading.

In this work, we selected a diverse array of
topic modelling algorithms (probabilistic, alge-
braic, embedding-based and neural) from the liter-
ature and we provide a thorough comparison using
a unified evaluation protocol. This protocol eval-
uates each topic model on several datasets, using
a variety of metrics that range from intrinsic eval-
uation of the clustering quality to ones that assess
the alignment between the extracted topics and the
human-assigned labels. With this strategy, we aim
to illustrate the inconsistency of these metrics when
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varying several subtle evaluation conditions. We
analyse the results and we discuss the differences
in performances across the different algorithms,
datasets and parameters.

The remainder of this paper is organised as fol-
lows. In Section 2, we describe some related work,
detailing some state-of-the-art topic modelling tech-
niques. Different metrics for evaluating topic mod-
els are introduced in Section 3, while Section 4 de-
scribes the datasets we use for this purpose. In
Section 5, we extensively analyse 9 topic models
using coherence and ground truth related metrics.
Finally, we provide some conclusions in Section 6.

2 Related Work

2.1 Topic Modelling Techniques

One of the first yet still widely used techniques
is Latent Dirichlet Allocation (LDA) (Blei et al.,
2003), an unsupervised statistical modelling ap-
proach that considers each document as a bag of
words and creates a randomly assigned document-
topic and word-topic distributions. Iterating over
words in each document, the distributions are up-
dated according to the probability that a document
or a word belongs to a certain topic. The Hierar-
chical Dirichlet Process (HDP) model (Teh et al.,
2006) considers instead each document as a group
of words belonging with a certain probability to
one or multiple components of a mixture model,
i.e. the topics. Both the probability measure for
each document (distribution over the topics) and
the base probability measure — which allows the
sharing of clusters across documents — are drawn
from Dirichlet Processes (Ferguson, 1973). Unlike
most other topic models, HDP infers the number
of topics automatically. Gibbs Sampling for a
DMM (GSDMM) applies the Dirichlet Multino-
mial Mixture model for short text clustering (Yin
and Wang, 2014). This algorithm works by com-
puting iteratively the probability that a document
join a specific one of the N available clusters. This
probability consists of two parts: 1) a part that pro-
motes the clusters with more documents; 2) a part
that advantages the movement of a document to-
wards similar clusters, i.e. which contains a similar
word-set.

Recently, pre-trained Word vectors such as
word2vec (Mikolov et al., 2013) or GloVe (Pen-
nington et al., 2014) have been used to
help to enhance topic-word representations, as
achieved by the Latent Feature Topic Models

(LFTM) (Nguyen et al., 2015). One of the LFTM
algorithms is Latent Feature LDA (LF-LDA), which
extends the original LDA algorithm by enriching
the topic-word distribution with a latent feature
component composed of pre-trained word vec-
tors. In the same vein, the Paragraph Vector
Topic Model (PVTM) (Lenz and Winker, 2020)
uses doc2vec (Le and Mikolov, 2014) to generate
document-level representations in a common em-
bedding space. Then, it fits a Gaussian Mixture
Model to cluster all the similar documents into a
predetermined number of topics — i.e. the number
of GMM components.

Topic modelling can also be performed via lin-
ear algebraic methods. Starting from the high-
dimensional term-document matrix, multiple ap-
proaches can be used to lower its dimensions. Then,
we consider every dimension in the lower-rank ma-
trix as a latent topic. A straightforward application
of this principle is the Latent Semantic Indexing
model (LSI) (Deerwester et al., 1990), which uses
Singular Value Decomposition as a means to ap-
proximate the term-document matrix (potentially
mediated by TF-IDF) into one with fewer rows —
each one representing a latent semantic dimension
in the data — and preserving the similarity structure
among columns (terms). Non-negative Matrix
Factorisation (NMF) (Paatero and Tapper, 1994)
exploits the fact that the term-document matrix
is non-negative, thus producing not only a denser
representation of the term-document distribution
through the matrix factorisation but guaranteeing
that the membership of a document to each topic is
represented by a positive coefficient.

In recent years, neural network approaches for
topic modelling have gained popularity giving birth
to a family of Neural Topic Models (NTM) (Cao
etal., 2015). Among those, doc2topic (D2T)! uses
a neural network which separately computes N-
dimensional embedding vectors for words and doc-
uments (with N = number of topics) before comput-
ing the final output using a sigmoid activation. The
distributions topic-word and document-topic are
obtained by getting the final weights on the two em-
bedding layers. The Contextualized Topic Model
(CTM) (Bianchi et al., 2020) uses Sentence-BERT
(SBERT) (Reimers and Gurevych, 2019) — a neural
transformer language model designed to compute
sentences representations efficiently — to generate

'nttps://github.com/sronnqvist/
doc2topic
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a fixed-size embedding for each document to con-
textualise the usual Bag of Words representation.
CTM enhances the Neural-ProdLLDA (Srivastava
and Sutton, 2017) architecture with this contextual
representation to significantly improve the coher-
ence of the generated topics.

2.2 Topic Models Comparison

To the best of our knowledge, no extensive com-
parison of recent topic models — covering multiple
metrics and datasets under the same preprocess-
ing condition — has been made. Some previous
works have tried to compare different topic mod-
els on certain datasets and metrics. A review of
statistical topic modelling techniques is included
in Newman et al. (2006). Schofield and Mimno
(2016) provide a comparison resulting from the ef-
fect of preprocessing on the performance of LDA
on multiple corpora. Jelodar et al. (2017) offer
a survey of topic modelling techniques based on
LDA, as well as their different applications in re-
cent literature. Yi and Allan (2009) and Alexander
and Gleicher (2016) compare several topic mod-
els, evaluated as tools for performing Information
Retrieval downstream tasks such as Topic Align-
ment, Change Comparison, Document Retrieval
and Query Expansion. Several evaluation met-
rics based on top-words analysis was suggested
by Newman et al. (2010). Alghamdi and Alfalqi
(2015) compare 4 topic models (LDA, LSI, PLSA
and CTM): this survey studied both their capability
in modelling static topics, as well as in detecting
topic change over time, highlighting the strengths
and weaknesses of each. Burkhardt and Kramer
(2019) provide a survey for the adjacent task of
multi-label topic models, underlining its challenges
and promising directions. Qiang et al. (2020) give
an extensive performance evaluation of multiple
topic models in the context of the Short Text Topic
modelling sub-task (e.g. tweets). Finally, Doogan
and Buntine (2021) studied several topic model co-
herence measures to assess how informative they
are in several applied settings revolved around in-
terpretability as an objective. They showed how
standard coherence measures may not inform the
most appropriate topic model or the optimal num-
ber of topics when measured up against human
evaluation, thus challenging their utility as quality
metrics in the absence of ground truth data.

2.3 Maetrics

While our work utilises multiple comparison met-
rics (detailed in Section 3.1), it is worth highlight-
ing that many other evaluation metrics were pro-
posed in the literature to expose different charac-
teristics of the studied topic models such as Clas-
sification Accuracy and Perplexity (Qiang et al.,
2020), Entropy and Held-out Likelihood (Schofield
and Mimno, 2016), Stability (Alexander and Gle-
icher, 2016), and Top-word Ranking (Greene et al.,
2014), whereas finding a universally useful metric
for topic modelling evaluation is still an open prob-
lem (Blei, 2012; Doogan and Buntine, 2021; Hoyle
etal., 2021).

3 Metrics

The evaluation of machine learning techniques of-
ten relies on accuracy scores computed comparing
predicted results against a ground truth. In the case
of unsupervised techniques like topic modelling,
the ground truth is not always available. For this
reason, in the literature, we can find:

* metrics which enable to evaluate a topic model
independently from a ground-truth, among
which, coherence measures are the most pop-
ular ones (Roder et al., 2015; O’Callaghan
et al., 2015; Qiang et al., 2020);

* metrics that measure the quality of a model’s
predictions by comparing its resulting clusters
against ground truth labels, in this case a topic
label for each document.

3.1 Coherence Metrics

The coherence metrics rely on the joint probability
P(w;,w;) of two words w; and w; that is com-
puted by counting the number of documents in
which those words occur together divided by the
total number of documents in the corpus. The doc-
uments are fragmented using sliding windows of
a given length, and the probability is given by the
number of fragments including both w; and w;
divided by the total number of fragments. This
probability can be expressed through the Pointwise
Mutual Information (PMI), defined as:

P(w;,w;) + €
PMI(wj,w;) = log——=—2—— (1)
(0 03) =109 By Py

A small value is chosen for ¢, in order to avoid
computing the logarithm of 0. Different metrics
based on PMI have been introduced in the literature,
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differing in the strategies applied for token segmen-
tation, probability estimation, confirmation mea-
sure, and aggregation. The UCI coherence (Réder
et al., 2015) averages the PMI computed between
pairs of topics, according to:

Cucr = N-(N-1T) EN ! N1+1 PMI(U)“U)]) (2)

The UMASS coherence (Roder et al., 2015) re-
lies instead on a different joint probability:

P(w;,wj;)+e (3)

Cumass = N S log P(w))

The Normalized Pointwise Mutual Informa-
tion (NPMI) (Chiarcos et al., 2009) applies the
PMI in a confirmation measure for defining the
association between two words:

PMI (U)Z', w j)
—log(P(w;, w;) + €)

NPMI values go from -1 (never co-occurring
words) to +1 (always co-occurring), while the value
of 0 suggests complete independence. The most
common implementation of Cx pjsr applies NPMI
as in Eqn (4) to couples of words, computing their
joint probabilities using sliding windows.

This measure can be applied also to word sets.
This is made possible using a vector representa-
tion in which each feature consists in the NPMI
computed between w; and a word in the corpus W,
according to the formula:

T (w;) = {NPMI(wi,wj)ywj € W} (5)

The vectors related to each word of the topic are
then compared using the cosine similarity C'y, .

Fang et al. (2016) introduce Word Embeddings-
based Coherence. This metric relies on pre-
trained word embeddings such as GloVe or
word2vec and evaluates the topic quality using a
similarity metric between its top words. In other
words, a high mutual embedding similarity be-
tween a model’s top words reflects its underlying
semantic coherence. In this paper, we will use the
sum of mutual cosine similarity computed on the
Glove vectors? of the top 10 words of each topic.

N(N 1)2 Z] i+1 cos(vi, vj) (6)

where v; and v; are the GloVe vectors of the
words w; and w;.

Cwe

>We use a Glove model pre-trained on Wikipedia 2014

+ Gigaword 5, available at https://nlp.stanford.

edu/projects/glove/

486

In practice, these metrics are computed at the
topic level and then aggregated using the arithmetic
mean, in order to provide a coherence value for the
whole model.

3.2 Metrics Which Relies on a Ground Truth

The most used metric that relies on a ground truth is
the Purity, defined as the fraction of documents in
each cluster with a correct prediction (Hajjem and
Latiri, 2017). A prediction is considered correct if
the original label coincides with the original label
of the majority of documents falling in the same
topic prediction. Given L the set of original labels
and T the set of predictions:

Purity(T, L) Zmax T, N Ll (7)

|T’ zET

Other metrics are used in the literature for eval-
uating the quality of classification or clustering
algorithms, applied to the topic modelling task:

1. Homogeneity: a topic model output is consid-
ered homogeneous if all documents assigned
to each topic belong to the same ground-truth
label (Rosenberg and Hirschberg, 2007);

2. Completeness: a topic model output is
considered complete if all documents from
one ground-truth label fall into the same
topic (Rosenberg and Hirschberg, 2007);

3. V-Measure: the harmonic mean of Homo-
geneity and Completeness. A V-Measure of
1.0 corresponds to a perfect alignment be-
tween topic model outputs and ground truth
labels (Rosenberg and Hirschberg, 2007);

4. Normalized Mutual Information (NMI) is
the ratio between the mutual information be-
tween two distributions — in our case, the pre-
diction set and the ground truth — normalised
through an aggregation of those distributions’
entropies (Lancichinetti et al., 2009). The
aggregation can be realised by selecting the
minimum/maximum or applying the geomet-
ric/arithmetic mean. In the case of arithmetic
mean, NMI is equivalent to the V-Measure.

In this work, we use their implementations as pro-
vided by scikit-learn (Pedregosa et al., 2011).


https://nlp.stanford.edu/projects/glove/
https://nlp.stanford.edu/projects/glove/

4 Datasets

In this section, we introduce the datasets that we
use in our experiments. The features of each dataset
are reported in Table 1.

A common pre-processing is performed on the

datasets before training, consisting of:

* Removing numbers, which, in general, do not
contribute to the broad semantics of the docu-
ment;

* Removing the punctuation and lower-casing
the text;

* Removing the standard English stop words;

* Lemmatisation using Wordnet, to deal with
inflected forms as they are a single semantic
item;

* Ignoring words with 2 letters or less. In facts,
they are mainly residuals from removing punc-
tuation — e.g. stripping punctuation from peo-
ple’s produces people and s.

The same pre-processing is also applied to the text
before topic prediction.

4.1 20 NewsGroups

The 20 NewsGroups collection (20NG) (Lang,
1995) is a popular dataset used for text classifi-
cation and clustering. It is composed of English
news documents, distributed fairly equally across
20 different categories according to the subject of
the text. We use a reduced version of this dataset,
which excludes all the documents composed by the
sole header while preserving an even partition over
the 20 categories. This reduced dataset contains
11,314 documents. We pre-process the dataset to
remove irrelevant metadata — consisting of email
addresses and news feed identifiers — keeping just
the textual content.

4.2 Agence France Presse

The Agence France Presse (AFP) publishes daily
up to 2000 news articles in 5 different languages®,
together with some metadata represented in the
NewsML XML-based format. Each document is
categorised using one or more subject codes, taken
from the IPTC NewsCode Concept vocabulary”. In
the case of multiple subjects, they are ordered by
relevance. In this work, we only consider the first
level of the hierarchy of the IPTC subject codes.

*https://github.com/selva86/datasets/

*http://medialab.afp.com/afpdw/

Shttp://cv.iptc.org/newscodes/
subjectcode/

We extracted a subset containing 125,516 news
documents in English released in 2019.

4.3 Yahoo! Answers Comprehensive Q&A

The Yahoo! Answers Comprehensive Q&A (later
simply Yahoo) contains over 4 million questions
and their answers, as extracted from the Yahoo!
Answers website®. Each question comes with meta-
data such as title, date, and category, as well as a
list of user-submitted answers. We construct doc-
uments by concatenating the title, body and best
answer for each question — following Zhang et al.
(2015) — and preprocess the documents in the same
way as mentioned above. Then we create 2 subsets:

* Yahoo balanced, in which each category is
represented by the same number of documents
(1000) for a total of 26,000 documents;

e Yahoo unbalanced, in which the number of
documents sampled from each category is pro-
portional to its presence in the overall dataset,
for a total of 22,121 documents.

These two subsets have been realised having a num-
ber of documents of the same order of magnitude.
This allows to compare the differences in perfor-
mance with balanced and unbalanced sets.

Table 1 summarises the properties of these
datasets. The datasets present multiple differences,
namely the size, the length of the documents and
the distribution of documents per topic (i.e. ground
truth label).

5 Experiment and Results

Evaluating an unsupervised task such as Topic
Modelling is inherently challenging, and despite
the variety of metrics, it is still an open prob-
lem (Hoyle et al., 2021). While intrinsic metrics
(coherence) try to measure the underlying quality
of the topical clusters generated by each model,
they do not always match with human judgement.
Two very coherent topics (according to the metric)
can still fall under the same topic label for a human,
and vice-versa. Topic models aim to maximise the
posterior probability of a document belonging to a
coherent topic, regardless of how it maps to human-
perceived categories. For instance, Christianity and
Atheism can be both filed as two independent topics
or one topic (religion) by a human annotator, and
while neither arbitrary option is wrong, it consti-
tutes a big difference to how we would evaluate the
topic modelling algorithms. They have no means

*https://answers.yahoo.com
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Dataset ‘ # Documents | # Labels | # Documents/label (std) ‘ Document Length (std)
20 NEWSGROUPS 11314 565 (56) 122 (241)

AFP 125516 4932 (8920) 242 (234)
YAHOO! ANSWERS (BALANCED) 26000 1000 (0) 43 (47)
YAHOO! ANSWERS (UNBALANCED) 22121 850 (726) 43 (46)

Table 1: Characteristics of the datasets being studied: number of documents per dataset, number of ground-truth
labels, average number (and standard deviation) of documents per label and the average (and standard deviation)

length of documents per dataset.

of inferring what humans find to be fopically dis-
tinct beyond co-occurrence statistics, making the
comparison to human-annotated labels (as a “gold
standard”) quite insufficient. Because of these chal-
lenges, few works in the literature (O’Callaghan
et al., 2015; Alexander and Gleicher, 2016; Al-
ghamdi and Alfalqi, 2015; Qiang et al., 2020) go
beyond simple comparisons that only use one met-
ric or dataset, eclipsing merits and shortcomings
of the other methods. We attempt to provide a
more thorough comparison using multiple evalu-
ation datasets — varying in size, document length,
number of topics, and label distribution — and met-
rics from the literature as a step towards a better
understanding of the available options and their
usability for different potential use-cases.

5.1 Varying the datasets

This section reports a comparison between 9 topic
modelling algorithms described in Section 2. Our
experimental setup goes as follows:

* For each dataset, we pre-process every docu-
ment using the process described in Section 4;

* We train each topic model on each dataset,
selecting the hyper-parameters through an op-
timisation process based on grid search, in
order to maximise the C'xpps7 score. The use
of a coherence metric as an optimisation ob-
jective is justified by the common use-case
scenario, in which ground-truth labels are not
present. The full set of parameters is docu-
mented in the repository’;

* For each trained model, we compute all the
intrinsic (coherence) metrics and the ground-
truth-based ones.

For the experiment, we rely on To-
ModAPI (Lisena et al.,, 2020), an open-source
topic modelling API that is built to easily train,
evaluate and compare several topic models.
This framework provides a common interface
for training, performing topic inference, and

"nttps://github.com/D2KLab/ToModAPI/
blob/master/params.md
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evaluating using coherence and ground truth. It
includes all the metrics described above.

The number of topics — which must be provided
in input to the algorithm for training — has been
set to 20, 17 and 26 respectively when training
on 20NG, AFP, and Yahoo, to mimic the original
number of labels in each corpus. HDP has not
been concerned with the choice of the number of
topics, because it automatically infers it. For the
first two datasets, we perform another training us-
ing the same hyper-parameters but increasing the
number of topics to 50, to study its effect on the
performance on the various metrics.

While all the obtained results are available in the
appendix®, we will report in Figure 1 a selection of
the most noticeable scores, namely Cn ppsy, Word
Embeddings coherence and V-Measure.

C'n pasr values are in line with all the other co-
herence metrics in terms of ranking (listed in the
appendix for brevity), i.e. LDA shows consistently
good coherence scores across all datasets, followed
by NMF and PVTM.

For the CTM model, we obtained a significantly
lower coherence value than the one reported by
Bianchi et al. (2020). Further investigation and
experiments revealed the impact of an additional
preprocessing step which reduces the vocabulary
to the 2000 most frequent words. This further pre-
processing improves the NPMI score of CTM from
—0.028 to 0.116, while lowering the one of LDA
from 0.133 to 0.126. This confirms the limits of
topic modelling comparison and enforces the call
for a standard procedure.

Word embeddings coherence demonstrated a bet-
ter correlation with human judgement (Fang et al.,
2016). Unsurprisingly, the two models that rely on
word embeddings (LFTM, PVTM) tend to perform
notably better (Figure 1).

The V-measure results included in Figure 1 are
particularly relevant for understanding the correla-
tion between the predicted topics and the ground

$https://github.com/D2KLab/ToModAPT/
blob/master/appendix.pdf
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Figure 1: NPMI, Word embedding coherence and V-measure across the models trained on the different datasets.
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Figure 2: NPMI of each model on the 20NG dataset when varying the number of topics.
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truth, as it summarises three metrics — homogeneity,
completeness and purity. This metric relies on hu-
man choices — made either by the editors for AFP
or the website users for 20NG and Yahoo —and so it
approximates the correlation between the topics as
decided by the algorithms and the human (subjec-
tive) judgement on the same matter. Again, LDA is
leading in overall performances, while other mod-
els — LFTM, PVTM, GSDMM - have good scores
on particular datasets. The Yahoo dataset is par-
ticularly challenging for all models (the maximum
value for V-measure is 0.33 for LDA), as compared
to AFP (0.55 for LDA) or 20NG (0.59 for PVTM).
This is probably due to a combination of document
length, noise and errors in user-submitted content,
and the potential overlap in topics’. Increasing
the number of topics systematically improves the
results on AFP, raising the Homogeneity and Pu-
rity scores. This happens because the more a topic
is granular, the highest is the chance that it maps
correctly to the human label is correct. However,
this is not observed on 20NG. Given the difference
in size between 20NG and AFP, we conclude that
the dimension of the former is not allowing it to
extract smaller coherent topics, but rather causes
an over-specialisation of them.

In summary, LDA still achieves the best scores
overall, being often the first (or among the firsts)
in ranking for every metric, whereas the other al-
gorithms excel in particular contexts and can be
specifically suitable for a given dataset. Increas-
ing the number of topics is particularly helpful on
bigger datasets, as it allows the topic models to
find smaller yet more coherent subtopics within the
collection, avoiding the drawback effect of being
too specific. About label balance as tested through
the Yahoo dataset, it appears that the balancing in
the dataset has not a large impact in final results.
On the contrary, training on the unbalanced version
is often producing better coherence and V-measure.
The reason can be found in the complete dropping
of smaller categories, thus reducing the number of
classes and achieving a higher-scoring topic/label

mapping.
5.2 Varying the number of topics

To evaluate the effect of the choice of the number
of topics (usually unknown beforehand), we train
our models — except HDP, which infers the number

Some examples are “News & Events™/“Politics and Gov-
ernment”, “Dining Out”/*Food & Drink”, and “Business and
Finance”’/“Local Businesses”

NPMI | Mean (std) | Max | Min

HDP | -0.176 (0.09) | -0.06 | -0.28
LDA | 0.120(0.01) | 0.133 | 0.101
NMF | 0.083(0.01) | 0.102 | 0.063
PVTM | 0.054 (0.01) | 0.061 | 0.046

Table 2: The effect of random seeds on the NPMI for
some models trained on 20NG

of topics automatically — on 20NG using the same
hyperparameters and varying only the number of
topics. The results are shown in Table 2.

While there is a slight yet consistent improve-
ment in the NPMI score for PVTM, we observe
that increasing the number of topics does not con-
sistently improve or hurt the coherence of the pro-
duced models. The fact that the score for 20 topics
is usually the highest is probably due to the model
finetuning, applied on this configuration. Finetun-
ing every model for every number of topics requires
a study of the co-optimisation of hyperparameters,
which is out of the scope of this paper.

5.3 Varying the seed

For the models which allows to configure the ran-
dom seed, we perform the evaluation on 20NG
using the same hyperparameters except the seed
(which we varied to have the values from 1 to 5).
Even among 5 runs, we observe quite some vari-
ance in the metrics that is purely due to random-
ness which can be quite substantial. We report
these results in Figure 2. While the effect is not
very pronounced, it can be misguiding. We thus
recommend for topic models relying on random
initialization to evaluate their models using differ-
ent seeds, to guarantee a statistically significant
comparison.

6 Conclusions and Future Work

In this work, we empirically evaluated 9 topic mod-
elling algorithms using different coherence and
ground-truth-based metrics on 3 text corpora re-
flecting a variety of properties, using a common
evaluation framework. The results reveal several
differences between the trained models, which ob-
tain better or worse performances depending on
the evaluation setting. Among these, LDA proves
to be the most consistent performer overall, while
embedding-based models prove to be less prone to
generating meaningless topics.

The task of evaluating topic models remains a
challenging one because of the inherent lack of a
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ground-truth, the subjectivity of what constitutes a
“coherent topic”, and the variety of settings wherein
itis used. While every newly proposed topic model
claims to improve on the existing state-of-the-art
under some specific conditions, it is a worthwhile
effort to revisit those claims and review them on
a broader set of challenges and a unified pipeline,
revealing their strengths and shortcomings. We
also hope that by showing that no single metric
can reflect the overall performance of any given
topic model, we join a growing number of words
drawing attention to the brittleness of most auto-
matic metrics for topic models and the need of
re-evaluating the standard practices of evaluation
in the topic modelling literature.

As an extension to this work, we intend to study
how other factors such as language, preprocess-
ing and dataset characteristics can influence the
performance on the metrics, as well as develop a
unified protocol for evaluation that can allow us
to draw more interesting insights into how the dif-
ferent topic modelling approaches fare in real use
cases and downstream applications.
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