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Abstract

Emotion detection from social media posts has
attracted noticeable attention from natural lan-
guage processing (NLP) community in recent
years. The ways for obtaining gold labels
for training and testing of the systems for au-
tomatic emotion detection differ significantly
from one study to another, and pose the ques-
tion of reliability of gold labels and obtained
classification results. This study systemati-
cally explores several ways for obtaining gold
labels for Ekman’s emotion model on Twitter
data and the influence of the chosen strategy
on the manual classification results.

1 Introduction

Interest for automatic emotion detection has been
gaining popularity in the last ten years (Acheam-
pong et al., 2020, Figures 3 and 4). The span of its
applications ranges from empathetic chatbots and
virtual agents (Paiva et al., 2017; Rashkin et al.,
2019; Lin et al., 2019b; Shin et al., 2019; Lin et al.,
2019a; Ma et al., 2020) to social media and public
opinion analysis (e.g. (Anstead and O’Loughlin,
2014; Wu et al., 2020; Loureiro and Alló, 2020)).
Nevertheless, the task proved challenging, espe-
cially when attempted at purely textual utterances
as opposed to the multi-modal ones (Poria et al.,
2019), probably due to missing visual and audio
cues (Acheampong et al., 2020).

Previous studies reported some of the challenges
in automatic emotion detection from texts: differ-
ent perspectives one may take (Buechel and Hahn,
2017b; Alm et al., 2005), missing context (Öhman
et al., 2020; Mohammad, 2012), non-literal mean-
ing (Mohammad, 2012), high subjectivity of the
task and low inter-annotator agreement even among
trained annotators (Alm et al., 2005; Schuff et al.,
2017). For example, the utterance “Italy defeats
France in World Cup Final” (Katz et al., 2007) is

most probably neutral from the writer’s (journal-
ist’s) perspective, while evoking strong and prob-
ably opposite emotions among Italian and French
readers (Buechel and Hahn, 2017b). The utter-
ance “Time for shopping” might be neutral, or ex-
press/evoke various emotions (e.g. joy, anger, fear)
depending on the writer’s/reader’s associations and
personal experiences with shopping.

The field of emotion detection from text, similar
to many other areas of natural language process-
ing, suffers from the absence of standards for hu-
man annotation, and systematic investigations of
how different strategies for obtaining gold labels
influence classification results. Notable exceptions
are the studies by Mohammad and Turney (2013)
and Buechel and Hahn (2017b). Mohammad and
Turney (2013) found that asking annotators which
emotion is the word associated with yields higher
inter-annotator agreement than asking them which
emotion the word evokes. This result indicated that
annotating emotions from text’s perspective is less
subjective than annotating them from reader’s per-
spective. Motivated by those results, Buechel and
Hahn (2017b) investigated the influence of perspec-
tive on the inter-annotator agreement in emotion
annotation at a sentence level.

A recent study by Northcutt et al. (2021) demon-
strated that incomplete or suboptimal gold labels
in benchmark datasets can steer research efforts in
wrong direction as they reward systems that comply
with such suboptimal labels. Obtaining the correct
gold labels for emotion detection from texts should
thus be of the utmost importance for the field.

This study’s contributions towards that goal are:

• An overview of previous efforts in human an-
notation of emotions in texts (Section 2).

• Single-label human annotation of Ekman’s
emotions in English tweets by six trained an-
notators (Section 3).
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Study
#annotators

Gold #emotions Labelling Perspective Genre
Per instance Total

(Demszky et al., 2020) 3 or 5 82 > 1 annotator 27+1 multi writer Reddit
(Bostan et al., 2020) 5 310 > 1 annotator 15+1 single text Headlines
(Öhman et al., 2020) ≤3 108 > 1 annotator 8+1 multi speaker Subtitles
(Poria et al., 2019) 5 ? majority 6+1 single speaker Dialog
(Hsu et al., 2018) 5 ? majority* 6+1 single speaker Dialog
(Schuff et al., 2017) 3–6 6 various 8 multi ? Twitter
(Mohammad et al., 2015) 3+ ≈ 3000 > half 19+1 single text Twitter
(Brynielsson et al., 2014) 3 3 majority 3+1 single writer Twitter
(Neviarouskaya et al., 2010) 3 3 ≥2 agree 14 single ? Various
(Neviarouskaya et al., 2009) 3 3 ≥2 agree 9+1 single ? Blogs
(Strapparava and Mihalcea, 2007) 6 6 ? 6 multi reader Headlines
(Aman and Szpakowicz, 2007) 2 4 both agree 6+2 single text Blogs
(Alm et al., 2005) 2-3 3 majority 6+1 single text Children

Table 1: Annotation procedures used in previous studies (“?” signifies that the particular aspect was not specified
in the paper, “+1” in the #emotions column signifies the additional class for “other” or “no emotion”).

• Detailed analysis of the collected human an-
notations and their comparison to the auto-
matically assigned labels that are the current
standard for obtaining gold labels on Twitter
data (Section 4.1).

• Systematical investigation of several strate-
gies for obtaining gold labels from manual an-
notations, and their influence on the reported
manual classification results (Section 4.2).

2 Related Work

Several recent surveys (Acheampong et al., 2020;
Alswaidan and Menai, 2020) and studies (Öhman
et al., 2020; Bostan et al., 2020; Bostan and Klinger,
2018; Schuff et al., 2017) list previous work on
emotion detection from texts and emphasise their
differences in type of emotion taxonomy, task
(single-label or multi-label), size of the dataset, text
genre, granularity, topics, system architectures, and
best results obtained with systems for automatic
detection of emotions in texts.

However, none of the studies focussed on as-
sessing the quality of benchmark datasets, or the
influence of methods used for obtaining gold labels
on the results of systems for automatic emotion
detection from texts.

Drawing conclusions about influence of strate-
gies for obtaining gold labels on the classification
results by systematic exploration of the previous
studies is not possible due to different text genres,
number and type of annotators (trained vs. crowd-
sourced), annotation type (single-label vs. multi-
label), granularity of annotations (word or sentence

level, with or without surrounding context), emo-
tion taxonomies, and the perspective taken. Table 1
presents annotation strategies used in some of the
previous studies. For instance, in a multi-labelling
task with 27 emotions (+ neutral) where each Red-
dit comment was annotated by three or five annota-
tors out of a total of 82 crowdsourced annotators,
the Cohen’s kappa (Cohen, 1960) was calculated
by aggregating all pairs of annotations per instance
and emotion (Demszky et al., 2020). In a single-
labelling task with 15 emotions (+ no emotion)
where each news headline was annotated by five
out of 310 annotators, in contrast, the authors re-
port the Fleiss’ kappa (Fleiss, 1971) as a measure
of inter-annotator agreement (Bostan et al., 2020).
In the XED dataset of movie subtitles, annotated
with 8 emotions (+ neutral) in a multi-labelling
task, some instances were annotated with fewer
than three annotators (some even one annotator
only), and the Cohen’s kappa was calculated for
gold labels in the parallel dataset of movie subtitles
in English and Finish (Öhman et al., 2020).

Some studies went beyond the “simple” emotion
annotation, by requesting from annotators to anno-
tate the intensity of the emotions, e.g. (Strapparava
and Mihalcea, 2007; Aman and Szpakowicz, 2007;
Buechel and Hahn, 2017a), the triples of who expe-
riences which emotion and why (Kim and Klinger,
2018). In a recent study, Bostan et al. (2020) con-
ducted the annotation of emotions, cues, intensities,
experiencers, causes, targets, and reader’s emotions
on news headlines.

A commonly used strategy for obtaining large
training datasets for emotion detection in texts is
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by automatically labelling tweets that contain hash-
tags that explicitly mention emotions or predefined
emotion keywords. Wang et al. (2012) used 131
emotion hashtags as keywords for collecting 5 mil-
lion tweets in seven emotion categories (joy, sad-
ness, anger, love, thankfulness, surprise). They
explored several different strategies for obtaining
gold labels based on hashtags and found that most
accurate gold labels are obtained if the keyword
hashtag appears at the end of the tweet; keyword
hashtags appearing anywhere else in the tweet were
not found to be that relevant. Shahraki and Zaı̈ane
(2017) automatically annotated tweets with nine
emotions (anger, fear, joy, love, sadness, surprise,
thankfulness, disgust and guilt) based on 15 explicit
hashtags appearing in them, resulting in Clean Bal-
anced Emotional Dataset (CBET) with 27,000 an-
notated tweets (3,000 per each emotion). Moham-
mad (2012) compiled a corpus of 21,051 tweets
which contained one of the six Ekman’s emotions
(anger, disgust, fear, joy, sadness, surprise) as the
last hashtag, and suggested to use it as an automat-
ically assigned label that corresponds to the emo-
tion experienced by the writer. One of the findings
of that study was that such large, automatically-
labelled training dataset can be used for emotion
detection in other domains and text genres.

3 Methodology

3.1 Dataset

The dataset used in this study is a subset of TEC
dataset (Mohammad, 2012), available through the
Unify dataset (Bostan and Klinger, 2018). It con-
sists of 35 randomly selected English instances for
each of the six Ekman’s emotions (anger, disgust,
fear, joy, sadness, and surprise) that contain at
least six tokens. To select 35 instances of each of
the six emotions, the gold labels of the original
dataset were used, i.e. the automatically-assigned
gold labels based on the last hashtag in the post,
as described in the previous section, e.g. “We are
fighting for the 99% that have been left behind.
#OWS #anger” (Mohammad, 2012).

3.2 Annotation Procedure

Annotators. Each of the 210 tweets (35 per each
emotion class) was annotated by six trained, paid
annotators. Three annotators were male and three
female. All annotators had at least a bachelor de-
gree. Two of the annotators (one male and one
female) were native speakers of English (UK); the

other four annotators were proficient in English,
and use it in their everyday work.

Guidelines. The annotators were instructed to
choose, for each tweet, from a drop-down menu,
one of the seven possible labels (ANGER, DIS-
GUST, FEAR, JOY, SADNESS, SURPRISE, NEU-
TRAL), which best represents the emotion of the
writer of the post, as the automatically assigned
gold labels were expected to represent writers’ emo-
tions as well (Mohammad, 2012).

Evaluation. The inter-annotator agreement, ei-
ther between the gold label and one of the anno-
tators, or between two annotators, was calculated
in two ways: as accuracy (the percentage of cases
in which the given labels match); and Cohen’s κ
(Cohen, 1960).1

3.3 Experiments
Two sets of experiments were conducted. In the
first set of experiments, the results of the human an-
notation experiment were analysed and compared
with the automatically obtained gold labels. The
goals of this set of experiments were: (1) to in-
vestigate reliability of automatically obtained gold
labels; and (2) to estimate complexity of the task
for trained human annotators and find the main
causes of their disagreements.

In the second set of experiments, several strate-
gies for obtaining gold labels from human anno-
tations, and their influence on the manual classifi-
cation results were explored, given that previous
studies used various strategies for obtaining gold
labels from human annotations (Table 1, Section 2).
The explored strategies for obtaining gold labels
were: (1) based on the last emotion-hashtag (no
human annotation required); (2) based on the an-
notations of just one trained annotator; (3) based
on the majority label obtained from three human
annotations; and (4) based on the majority label
obtained from five human annotations.

4 Results and Discussion

The results of the two sets of experiments are pre-
sented and discussed in two separate subsections.

4.1 Annotation Analysis
The pairwise inter-annotator agreements for each
pair of annotators, and for each annotator and the

1For calculation of Cohen’s κ, we used the implementation
in sklearn library for python: https://scikit-learn.
org/stable/modules/generated/sklearn.
metrics.cohen_kappa_score.html.

https://scikit-learn.org/stable/modules/generated/sklearn.metrics.cohen_kappa_score.html
https://scikit-learn.org/stable/modules/generated/sklearn.metrics.cohen_kappa_score.html
https://scikit-learn.org/stable/modules/generated/sklearn.metrics.cohen_kappa_score.html
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Annotation pair
Cohen’s κ Agreement

min max avg min max avg

Two annotators 0.33 0.55 0.41 43.3% 63.3% 50.4%
Gold vs. annotator 0.13 0.20 0.17 25.2% 31.9% 28.2%

Table 2: Statistics of the pairwise inter-annotator agreement

Gold #annotators who assigned the gold label
emotion 0 1 2 3 4 5 6

ANGER 31.4% 14.3% 5.7% 14.3% 5.7% 17.1% 11.4%
DISGUST 37.1% 20.0% 5.7% 8.6% 5.7% 8.6% 14.3%
FEAR 71.4% 17.1% 5.7% 2.9% 2.9% 0.0% 0.0%
JOY 42.9% 17.1% 8.6% 17.1% 5.7% 0.0% 8.6%
SADNESS 25.7% 25.7% 11.4% 5.7% 11.4% 11.4% 8.6%
SURPRISE 45.7% 22.9% 5.7% 14.3% 5.7% 2.9% 2.9%

all 42.4% 19.5% 7.1% 10.5% 6.2% 6.7% 7.6%

Table 3: The percentage of instances on which certain number of annotators assigned the gold label.

gold labels, are presented in Table 2. As can be
seen, the minimum, maximum, and average pair-
wise inter-annotator agreement is notably lower
between any annotator and the gold labels than be-
tween any two annotators. The Cohen’s κ score be-
tween any annotator and the gold label corresponds
to only a slight (strength of) agreement (0.00 ≤ κ
≤ 0.20), while the Cohen’s κ for any pair of annota-
tors range from fair (0.21 ≤ κ ≤ 0.40) to moderate
(0.41 ≤ κ ≤ 0.60) agreement, according to Landis
and Koch (1977).

To investigate whether the annotation disagree-
ments stem from poor quality of annotations, or
from the natural complexity of the task, all la-
bels assigned by all six annotators were manually
checked. It was found that none of the annotators
had more than 1% of erroneous annotations. The
found errors were either due to labelling topic of
the post instead of the writer’s emotion (SURPRISE

labels), or due to labelling posts based on the words
that occur in them instead of the writer’s emotion
(SADNESS labels). The rest of the annotation dis-
agreements were the result of the natural complex-
ity of the task (Section 4.1.2).

The fairly low agreement among the annotators
indicates that the task of detecting Ekman’s emo-
tions in tweets is challenging and/or subjective.
This is in line with previous studies which reported
that emotion detection from text is a complex task
that results in low inter-annotator agreements re-
gardless of the emotion taxonomy used (Alm et al.,
2005; Schuff et al., 2017; Kim and Klinger, 2018;

Bostan and Klinger, 2018; Öhman et al., 2020;
Acheampong et al., 2020).

The very low agreement between the annotators
and the gold labels, in turn, indicates potential prob-
lems with the strategy of automatically assigning
gold labels for emotion in tweets (according to the
last hashtag of the tweet). This is in line with the
results reported by Demszky et al. (2020) where
the transfer-learning based system obtained notice-
ably lower results on the TEC dataset (F1-score of
≈0.5) than on the other two Twitter datasets where
the gold label were obtained by manual annotations
(F1-scores of ≈0.8 and ≈0.7).

4.1.1 Reliability of the Gold Labels

To explore the main causes of disagreements of
the annotators with the automatically assigned gold
labels, the percentage of instances on which certain
number of annotators assigned the same label as
the gold one was calculated for each emotion cat-
egory separately (Table 3). In as many as 42.4%
of the cases, none of the six trained annotators
assigned the same label as the gold one. All six
annotators assigned the same label as the gold one
in only 7.6% of the cases. While the latter can be a
consequence of a high subjectivity of the task, the
former indicates that the automatically assigned
gold labels might not be reliable.

In the per-class analysis (Table 3), FEAR and
SURPRISE stand out as gold labels for which in
as many as 71.4% and 45.7% of the cases, respec-
tively, none of the six annotators assigned the gold
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# Example Gold Assigned

1 Relatives here. Hafta sleep on a couch in the basement. #cantsleep
#effuguysiwantmyqueensize

FEAR ANGER(3), SADNESS(20, NEUTRAL(1)

2 There is dirty underwear on the floor of the Men’s room in Dillons. FEAR DISGUST(6)
3 Sometimes in life u just have to DO IT. holds people back from

doing so many things!
FEAR ANGER(2), SADNESS(2), NEUTRAL(2)

4 Courage is the path that leads from to action. Christian McCor-
mack #quote #quotes

FEAR NEUTRAL(5), JOY(1)

5 My team is starting to heat up you can’t contain us too long let the
blowout begin ducks attack the duck

FEAR ANGER(3), JOY(2), NEUTRAL(1)

6 Wanna be remembered? On black friday, go to a store, push a kid
over, look him in the eye and say “You remember me”

FEAR ANGER(2), NEUTRAL(2), SADNESS(1), JOY(1)

7 I like doing stuff for my close friends when they don’t expect it
for @lexi peters

SURPRISE JOY(6)

8 Looking forward to get this done and seeing the reaction from my
beautiful gf if you ask I won’t say what it is #happy”

SURPRISE JOY(6)

Table 4: Examples of complete disagreement of annotators with the gold labels FEAR and SURPRISE. The number
in parenthesis after the label signifies the number of annotators who assigned that label.

Figure 1: The frequency of obtaining n distinct labels.

label, and in 0.0% and 2.9% of the cases only, all
six annotators assigned the gold label. To better un-
derstand those phenomena, all instances with FEAR

and SURPRISE gold labels, and their annotations
by the six annotators, were manually checked.

Among 26 examples with the gold label FEAR,
for which none of the six annotators assigned that
label, in only five examples (19.2%) it was possible
to find some indications of the writer experiencing
fear, though the emotion labels assigned by the
six annotators seemed more probable (examples 1
and 2, Table 4). Another five examples were found
where FEAR seems more likely to be the topic than
the emotion that the writer experiences, or the post
evokes (examples 3 and 4, Table 4). In another
five of those 26 cases, FEAR seems to denote the
emotion that is expected to be evoked in particular
group of people who read the post (examples 5
and 6, Table 4). In eight out of 16 examples with
the gold label SURPRISE for which none of the
six annotators assigned that label, SURPRISE was

Set of labels % of instances

{SADNESS, NEUTRAL} 5.7
{JOY, NEUTRAL} 5.2
{JOY} 5.2
{ANGER, SADNESS} 4.8
{JOY, SADNESS, NEUTRAL} 4.8
{ANGER, DISGUST} 4.3
{JOY, SURPRISE} 3.8
{ANGER} 3.3
{ANGER, NEUTRAL} 2.9
{DISGUST} 2.9
{JOY, SURPRISE, NEUTRAL} 2.9
{ANGER, SADNESS, NEUTRAL} 2.4
{ANGER, DISGUST, SURPRISE} 2.4
{ANGER, JOY, NEUTRAL} 2.4
{ANGER, DISGUST, SADNESS} 2.4
{JOY, SADNESS} 2.4
{SADNESS, SURPRISE} 2.4
{ANGER, SURPRISE} 2.4

Table 5: Most frequently assigned sets of labels.

rather the topic of the post than the writer’s emotion
(examples 7 and 8, Table 4).

4.1.2 Inter-Annotator Disagreements

To better understand complexity of the task for
human annotators, the percentages of the instances
for which six annotators assigned 1, 2, 3, ... 6
distinct labels in total are presented in Figure 1,
and the most frequently assigned sets of labels per
instance are presented in Table 5. As can be seen,
a tweet was most commonly assigned two distinct
labels from six annotators. In 37.5% of those cases,
the second label was NEUTRAL. The most common
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# Example Assigned

1 Another evening, another cup of coffee. NEUTRAL(3), SADNESS(2), JOY(1)
2 At the dentist bright and early JOY(3), NEUTRAL(2), SADNESS(1)
3 No school, getting up at 8 for a seven hour car ride at least i have #noschool SADNESS(3), JOY(3)
4 Finally done with work and have to be back in less than 12 hours SADNESS(5), JOY(1)
5 The movie click is old but one of my favs the ending when he dies makes me tear up SADNESS(5), JOY(1)

Table 6: Examples that were assigned both JOY and SADNESS. The number in parenthesis after the label signifies
the number of annotators who assigned that label.

other disagreements in that group were between
ANGER and SADNESS, ANGER and DISGUST, and
JOY and SURPRISE (Table 5).

The most surprising combinations, among the
most frequently encountered ones, were {JOY,
SADNESS} (in 2.4% of all instances) and {JOY,
SADNESS, NEUTRAL} (in 4.8% of all instances).
By manual inspection of all those surprising com-
binations, it was discovered that they were not a
result of erroneous annotations, but were rather as-
signed to one of the two following types of posts:
(1) posts that can be associated with either joy or
sadness depending on the writer’s association with
the mentioned action (examples 1 and 2 in Table 6);
(2) posts that contain one part that conveys writer’s
sadness and other that conveys writer’s joy (exam-
ples 3–5 in Table 6). Disagreements that stem from
the first type of posts cannot be avoided. Disagree-
ments that stem from the second type of posts, in
contrast, could be avoided by more fine-grained
emotion annotation where annotators also mark the
causes for each found emotion in the sentence, as
it was done in studies by Kim and Klinger (2018)
or Bostan et al. (2020), mentioned in Section 2.

4.2 Comparison of Different Strategies

To systematically analyse the influence of different
strategies for obtaining gold label on the manual
classification performances, the Cohen’s κ and ac-
curacy of each remaining annotator (whose annota-
tions were not used for obtaining the gold labels)
against the gold labels were calculated. As the fo-
cus of this study is on single-label classification
task, the majority vote was used as the gold label
(other strategies mentioned in Table 1 would lead
to multiple gold labels per instance). As mentioned
in Section 3.3, four strategies were explored: au-
tomatically obtaining gold labels based on the last
hashtag (0 annotations), having one human annota-
tor to provide the gold label (1 annotation), having
three human annotators to provide the gold label

Annotations Cases without majority Data
for gold min max avg points

3 11.4% 22.9% 17.0% 20
5 11.4% 16.2% 13.5% 6

Table 7: Percentage of instances without majority class.

as the majority label (3 annotations), and having
five human annotators to provide the gold label as
the majority label (5 annotations). In the last two
strategies, it is not always possible to obtain the
majority label, i.e. if all three annotators assign
different labels (for the strategy where gold labels
are obtained based on three human annotations),
or if two distinct labels were assigned each by two
annotators (for the strategy where gold labels are
obtained based on five human annotations). The
minimal, maximal, and average percentage of in-
stances (out of 210) that did not have a majority
class are given in Table 7.

Cohen’s κ and accuracy were computed for each
annotator against the gold labels only for those
annotators whose annotations were not used for ob-
taining the gold labels, e.g. if the gold labels were
obtained by using annotations of the annotators 1,
2, and 5, then the Cohen’s κ and accuracy against
the gold labels were calculated only for the anno-
tators 3, 4, and 6. That resulted in 20 data points
for the strategy of obtaining gold labels from three
human annotations (all combinations of three anno-
tators from a total of six annotators), and six data
points for the strategies of obtaining gold labels
from one or five human annotations. The cases
without majority class (when obtaining gold label
from three and five annotations) were excluded.

The influence of the strategy for obtaining gold
labels (involving zero, one, three, or five annota-
tors) on the observed manual classification perfor-
mances (Cohen’s κ and accuracy) of the rest of
the annotators is clearly visible in Figure 2. As
the quality of annotations was previously manu-
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Figure 2: Influence of the strategy for computing gold
label on the classification performance.

Figure 3: Influence of the strategy for computing gold
label on the Cohen’s kappa score between the gold la-
bel and the rest of the annotators.

ally checked (Section 4.1), the higher classification
performances in Figure 2 (the upper right corner
of the plot) correspond to better quality of gold
labels. According to these results, assigning gold
labels based on the majority vote of three or five
annotators lead to noticeably higher quality than
assigning them based on the annotations of one
annotator only. Assigning gold labels automati-
cally, based on the emotion explicitly mentioned in
the last hashtag in the tweet, leads to significantly
lower quality than any other strategy. Box-plots in
Figures 3 and 4 show more detailed results of this
analysis. Strategies for obtaining gold labels from
three or five human annotations both result in mod-
erate to high inter-annotator agreements according
to Cohen’s κ score, and similar average values of
those agreements.

The results of this analysis indicate that for ob-
taining good quality gold labels for Ekman’s emo-
tions on English Twitter data it is not necessary
to hire more than three trained human annotators.
Would the same hold for crowdsourced annotations
and different emotion taxonomies is something that

Figure 4: Influence of the strategy for computing gold
label on the accuracy of the rest of the annotators.

needs to be explored in future studies.

5 Final Discussion and Conclusion

This study addressed the issue of reliability of gold
labels for emotion detection in English tweets.

The results indicated that automatically obtained
gold labels (based on the last emotion-hashtag of
the tweets) are not reliable, mainly due to the last
emotion-hashtag often representing either the topic
of the post and not the emotion experienced by
the writer, or the emotion that the post is expected
to evoke in a particular group of readers. These
results call for caution if such large automatically
annotated datasets are used for training automatic
emotion detection systems, or for testing them, as a
significant portion of instances contain suboptimal
gold labels.

The analysis of most common disagreements
among the annotators revealed that, surprisingly,
joy and sadness are often assigned to the same post
by different annotators. A manual inspection of
those cases revealed that they are results of either
lack of context and knowledge about writer’s posi-
tion about a certain topic, or writer’s expression of
both sadness and joy in different parts of the post.

The analysis of impact of strategy used for ob-
taining gold labels on the manual classification
results and quality of the test dataset indicated that
three trained annotators are sufficient for providing
gold labels by their majority vote.

Ethics/Impact Statement

This study is expected to have a broader impact on
the field of automatic emotion detection in texts
by raising awareness about the complexity of the
task, and encouraging other NLP researchers to
further explore annotation procedures and the qual-
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ity of the gold labels in datasets used in automatic
emotion detection.

The use of suboptimal annotation schemes and
procedures, that do not account for natural com-
plexities of the task, may lead to a high number of
incorrect or incomplete labels in compiled datasets.
The use of such datasets to train and test NLP mod-
els further leads to rewarding the models which
are not actually performing well on the final goal
but are, instead, good at learning and propagating
the errors found in the training datasets (Northcutt
et al., 2021). This might be particularly dangerous
in the case of automatic emotion detection, as such
models might be used in the real-world scenarios
for a direct communication with real users, e.g. in
empathetic chatbots. If those systems fail to grasp
the actual emotional state of the user, especially in
the case of individuals who are at at-risk conditions
in terms of mental health, they may cause further
harms for such users. Furthermore, apart from the
accurate recognition of the emotional experiences,
such systems need to adequately respond to those
users that go through emotional upheavals. Thus,
special attention should be paid in the development
of proper empathetic reactions of chatbots to pre-
vent the potential harm to vulnerable populations.
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Emily Öhman, Marc Pàmies, Kaisla Kajava, and Jörg
Tiedemann. 2020. XED: A multilingual dataset
for sentiment analysis and emotion detection. In
Proceedings of the 28th International Conference
on Computational Linguistics, pages 6542–6552,
Barcelona, Spain (Online). International Committee
on Computational Linguistics.

Ana Paiva, Iolanda Leite, Hana Boukricha, and Ipke
Wachsmuth. 2017. Empathy in virtual agents and
robots: A survey. ACM Trans. Interact. Intell. Syst.,
7(3).

Soujanya Poria, Devamanyu Hazarika, Navonil Ma-
jumder, Gautam Naik, Erik Cambria, and Rada Mi-
halcea. 2019. MELD: A multimodal multi-party
dataset for emotion recognition in conversations. In
Proceedings of the 57th Annual Meeting of the As-
sociation for Computational Linguistics, pages 527–
536, Florence, Italy. Association for Computational
Linguistics.

Hannah Rashkin, Eric Michael Smith, Margaret Li, and
Y-Lan Boureau. 2019. Towards empathetic open-
domain conversation models: A new benchmark and
dataset. In Proceedings of the 57th Annual Meet-
ing of the Association for Computational Linguis-
tics, pages 5370–5381, Florence, Italy. Association
for Computational Linguistics.

Hendrik Schuff, Jeremy Barnes, Julian Mohme, Sebas-
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