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Abstract 

According to the Menzerath-Altmann law, there is inverse proportionality between sizes of 

language units and their constituents (i.e., longer language units are composed of shorter con-

stituents, and vice versa). The validity of the law was confirmed many times for the relation 

between lengths of a word and its syllables. However, the relation between lengths of sentences 

(measured in clauses) and clauses (measured in words) is problematic. In this paper, a new 

language unit – linear dependency segment – is introduced with the motivation to avoid some 

problems connected to the Menzerath-Altmann law on the syntactic level. The new unit is in-

termediate between clause and word and its definition takes into account both the linearity of 

language and dependency syntactic structure. It is shown that the relation between sentence 

length in clauses and clause length measured in linear dependency segments abides by the Men-

zerath-Altmann law in two Czech dependency treebanks. 

1 Introduction 

The Menzerath-Altmann law (MAL henceforward) predicts relations between sizes of language units 

which are neighbours in the language unit hierarchy. According to the law, longer units which are higher 

in the hierarchy (constructs) consist of shorter lower units (constituents). The formulation of the MAL 

developed from a verbal one (the longer the word, the shorter on average its syllables; see Menzerath, 

1954) to mathematical formula 

(1) 𝑦(𝑥) = 𝑎𝑥𝑏𝑒−𝑐𝑥 

derived by Altmann (1980). In formula (1), 𝑦(𝑥) is the mean size of constituents in the construct of 

size 𝑥; 𝑎, 𝑏 and 𝑐 are parameters. Very often a simpler formula, 

(2) 𝑦(𝑥) = 𝑎𝑥𝑏, 

is used, which is a special case of function (1) for 𝑐 = 0. 

The MAL was first observed as the relation between word length in syllables and either syllable 

length in phonemes1 (Menzerath, 1954), or syllable duration in time (Menzerath and de Oleza, 1928; 

                                                 
This work is licensed under a Creative Commons Attribution 4.0 International Licence. Licence details: http://creativecom-

mons.org/licenses/by/4.0/. 
1 Sometimes, word length is measured in graphemes instead of phonemes. This approach is applied mainly in languages which 

have a close phoneme-grapheme correspondence. 
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Geršić and Altmann, 1980). The validity of the MAL at this lowest level was scrutinized in many lan-

guages (see e.g. Cramer, 2005, and references therein; Kelih, 2010, 2012; Mikros and Milička, 2014; 

Mačutek et al., 2019). 

 However, two fundamental problems emerge when one goes higher in the hierarchy of language 

units. First, it was assumed that the upper neighbours of word are clause and sentence. Although several 

papers in 1980s (Köhler, 1982; Heups, 1983; Schwibbe, 1984; Teupenhayn and Altmann, 1984) claim 

that the relation between sentence length in clauses and clause length in words abides by the MAL, 

more recent results are far from clear. Thus, Kułacka (2010), Chen and Liu (2019), and Xu and He 

(2020) confirm the older results, while data analysed by Kułacka and Mačutek (2007), Benešová and 

Čech (2015), and Hou et al. (2017) display a Menzerathian tendency, but they cannot be fitted by func-

tion (1) sufficiently well.2 On the other hand, data presented by Buk and Rovenchak (2008) and by 

Andres and Benešová (2012) do not confirm to the MAL.3 Curiously enough, Andres and Benešová 

(2012) and Hou et al. (2019) are, to our best knowledge, the only two papers which focus also on the 

relation between lengths of clause (in words) and word (in syllables).4 This relation, again, cannot be 

modelled by the MAL. To put it mildly, the empirical evidence of the MAL, especially in form of 

function (2), is doubtful as soon as we move from word to clause and sentence. 

Mačutek et al. (2017) tried to measure clause length in syntactic phrases which are directly dependent 

on the predicate of the clause (with phrase length being measured in words). The MAL in form (2) 

achieved a very good fit. The phrase thus became a candidate for an intermediate language unit between 

word and clause. It must be noted that only main clauses were analysed, and only one Czech treebank 

was used. 

Second, although the linguistic interpretation of the parameters of model (1) is still not known, it was 

suggested that the MAL has something to do with short term memory (Köhler, 1989; Grzybek, 2013; 

see also Yngve, 1960, 1996).5 According to the well-known paper by Miller (1956), the capacity of 

short-term memory is approximately seven. With the exception of polysynthetic languages, words only 

seldom contain more than seven syllables (or morphemes6), and the same is true for sentence length in 

clauses. However, clauses longer than seven words are not so rare – the mean clause length in the papers 

cited above is often somewhere near 10, see e.g. Köhler (1982), Heups (1983), and Teupenhayn and 

Altmann (1984).  

The phrase used by Mačutek et al. (2017) faces the same problem, e.g. there are 7,125 clauses (more 

than 12%) which contain only one phrase, and their mean length in words is 9.47 (which means that are 

many phrases longer than 9.47). In addition, consider a sentence consisting only of a single predicate 

(e.g. Czech sentence Prší “It rains“). Such a sentence contains only one clause of length zero (because 

there is nothing directly dependent on the predicate of the clause), and phrase length cannot be deter-

mined at all, as there is no phrase in the sense of the phrase definition from Mačutek et al. (2017). If the 

definition is modified so that phrase includes also the predicate, the question arises how to determine 

phrase length in clauses consisting of at least two phrases (such as e.g. in Czech sentence Petr miluje 

Marii “Peter loves Mary“). If the predicate is a part of the phrases, it appears more than once in all 

calculations. Regardless of these methodological difficulties, phrase has also a drawback of neglecting 

the linearity of language. 

                                                 
2 See Mačutek and Wimmer (2013) for an overview of goodness-of-fit criteria usually used in quantitative linguistics. 
3 Admittedly, these papers do not follow the same methodology. In most of them, either finite verbs or punctuation marks 

(comma and semicolon) to determine sentence length in clauses. 
4 Hou et al. (2019) measure word length in characters, but in written Chinese there is almost one-to-one correspondence 

between characters and syllables. 
5 Torre et al. (2019) present an attempt to explain the origin of the MAL in spoken language at the level of words and syllables 

as a consequence of human physiology (in particular the necessity to breathe). These two tentative explanations of the MAL 

do not exclude each other; rather, both factors (pauses caused by breathing and a limited capacity of short-term memory) are 

likely to contribute to the shortening of constituents in longer constructs. 
6 See Pelegrinová et al. (2021) and references therein for the MAL as the relation between word length in morphemes and 

morpheme length in phonemes. 



To avoid the abovementioned problems, we suggest another approach, namely, a new language unit 

between word and clause is introduced. Its definition combines both linear and hierarchical dependency 

structure of sentence. We focus on the question whether this new unit behaves according to the MAL. 

 The paper is structured as follows. Section 2 introduces the linear dependency segment, a new unit 

positioned between clause and word. In Section 3, language material used for the analysis is described. 

Results achieved are presented in Section 4. The paper is concluded by a short discussion which con-

tains also some ideas for future research in this area. 

2 Linear dependency segment 

We define the linear dependency segment (LDS henceforward) as the longest possible sequence of 

words (belonging to the same clause7) in which all linear neighbours (i.e. words adjacent in a sentence) 

are also syntactic neighbours (i.e. they are connected by an edge in the syntactic dependency tree which 

represents the sentence). Figure 1 presents the dependency tree of sentence “This black book on the 

table costs twenty euros, which is too much for me”.  

 

 
Figure 1. Dependency tree of sentence “This black book on the table costs twenty euros, which is too 

much for me” 

 

Consider the first clause in the sentence. Its first word, “This”, is syntactically linked with “book”, 

but these two words are not linear neighbours. Therefore, the first LDS is [This]. Next, the second word, 

“black”, is syntactically linked with “book”, which is also its linear neighbour, and the third and the 

fourth words, “book” and “on”, are again both linear and syntactic neighbours. Here the segment is 

ended, because the next word, “the”, is not syntactically linked with “on”. Examining the whole clause 

we obtain LDSs [This][black book on][the table][costs][twenty euros]. Similarly, the second clause in 

this sentence has LDSs [which is][too much][for me]. We remind that we define the LDSs as units of 

which clauses are composed, i.e. a LDS is always ended at the end of a clause.   

The definition is good in the sense that every clause can be unambiguously divided into LDSs, and 

that the intersection of two different LDSs is the empty set (i.e. every word in a clause belongs to one 

and only one LDS). 

From the MAL point of view, clause is a construct and LDS its constituent (which, in turn, is a 

construct itself, with words being its constituents). We expect that longer sentences (measured in the 

number of clauses) contain shorter clauses (measured in the number of LDSs), and vice versa. This 

expectation is based on the fact that dependency links which do not respect the linearity of a sentence 

are more difficult to process.8 The same is true for a sentence with many clauses. The MAL does not 

allow sentences to become too complex, as it “forces” clauses in long sentences (i.e. in ones which 

                                                 
7  We use the definition of clause from Prague Dependency Treebank 3.0 (https://ufal.mff.cuni.cz/pdt3.0/documenta-

tion#__RefHeading__42_1200879062), according to which “[a] clause typically corresponds to a single proposition expressed 

by a finite verb and all its arguments and modifiers (unless they constitute clauses of their own)”. 
8 The idea that dependency distance in language is shorter than a random baseline can be traced back to Liu (2008). 
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contain many clauses) to become shorter (i.e. to be composed of fewer LDSs). Fewer LDSs mean that 

there are fewer dependency distances (as defined by Liu, 2008, p. 164) longer than one (as all depend-

ency distances within one LDS are minimal, i.e. equal to one). 

Provided that the MAL is valid as a model for the relation between lengths of sentences and clauses, 

a sentence can be composed either of more clauses which are shorter in terms in LDSs (which means 

that they are syntactically simpler9), or of fewer clauses which are “allowed” to contain more LDSs 

(and consequently to be syntactically more complex) 

3 Language material 

For the analysis, we used two Czech treebanks, the Czech-PDT UD10 and the FicTree (Jelínek, 2017). 

The treebanks were converted to the Surface Syntactic Universal Dependencies (SUD) annotation 

scheme (Gerdes et al., 2018). The use of the Universal Dependency annotation scheme (de Marneffe et 

al., 2021) was also considered. However, we prefer the SUD approach because it is based on surface-

syntactic distributional criteria that fit the nature of our analysis better than the Universal Dependency 

approach which is based on “a mixture of semantic and syntactic motivations” (Osborne and Gerdes, 

2019). 

The Czech-PDT UD consists of 87,913 Czech sentences from non-abbreviated newspaper, business 

and popular scientific journal articles published from 1991 to 1995. The FicTree consists of 12,760 

sentences from Czech literary works published between 1991 and 2007. The treebanks were also 

merged and treated as one whole in which different genres are represented. Sentences without a predi-

cate (especially titles of newspaper articles) were removed. We thus analysed altogether 86,266 sen-

tences. 

4 Results 

As we study the relation between sentence length and the mean clause length, the number of clauses 

from which the mean is calculated cannot be too low if the result should be robust. We decided to take 

into account sentence lengths with frequencies which make at least 0.1% of our language material. We 

thus disregarded sentences containing more than eight clauses (together 76 sentences, i.e. 0.09%). Very 

complicated structures, such as several clauses placed in brackets, clauses separated by a colon, or ci-

tations, are typical for these long sentences. The possibility to check thoroughly sentences which do not 

conform to the MAL was also the reason why we focus only on Czech treebanks in this paper – one of 

the coauthors is a native Czech speaker. It is obvious that our choice substantially limits the scope of 

this paper, but given that it is the first attempt to study the LDS as a language unit, we prefer this more 

careful approach. 

The relation between sentence length in clauses and the mean clause length measured in LDSs is 

presented in Table 1. 

 

                                                 
9 If we consider the extreme case, a clause consisting of only one LDS either contains only one word, or it reaches the mini-

mum of dependency distance (in such a clause all dependency distances are equal to one). 
10 https://universaldependencies.org/treebanks/cs_pdt/index.html 

https://universaldependencies.org/treebanks/cs_pdt/index.html


 merged PDT FicTree 

SL f rf MCL f rf MCL f rf MCL 

1 36559 0.424 5.02 32002 0.428 5.30 4557 0.396 3.03 

2 27735 0.321 3.93 24121 0.323 4.10 3614 0.314 2.82 

3 13463 0.156 3.44 11605 0.155 3.54 1858 0.162 2.79 

4 5416 0.063 3.17 4537 0.061 3.25 879 0.076 2.77 

5 1962 0.023 3.00 1616 0.022 3.07 346 0.030 2.69 

6 727 0.008 2.94 580 0.008 3.02 147 0.013 2.64 

7 236 0.003 2.84 188 0.003 2.85 48 0.004 2.82 

8 92 0.001 2.79 69 0.001 2.93 23 0.002 2.36 

Table 1. The MAL in Czech dependency treebanks (SL - sentence length in clauses, f, rf - frequencies 

and relative frequencies11 of sentence lengths, MCL – the mean clause length in LDSs). 

The MAL in form (2) fits the data from the merged treebanks very well12, with 𝑅2 = 0.9836 (𝑎 =
4.918, 𝑏 = −0.296).13 The data and the graph of the function can be seen in Figure 2. 

 

 

Figure 2. The MAL modelled by function 𝑦(𝑥) = 𝑎𝑥𝑏 as the relation between sentence 

length and the mean clause length 

The value of parameter 𝑎 is very close to the mean clause length (measured in the number of LDSs) 

in sentences consisting of only one clause. If we use this value, i.e. if we set 𝑎 = 5.02 in formula (2), 

                                                 
11 The relative frequencies do not sum to one, because sentences containing more than eight clauses were disregarded. 
12 The most common rule of thumb in quantitative linguistics is to consider the goodness-of-fit of a model satisfactory if the 

value of the determination coefficient 𝑅2 is higher than 0.9, see Mačutek and Wimmer (2013). 
13 The fit remains satisfactory also if other options how to deal with low frequency construct length are applied. If all construct 

lengths with frequency at least 10 are used in the computations (see Mačutek and Rovenchak, 2011), we have 𝑅2 = 0.9353, 

and if we pool low-frequency construct lengths (i.e. sentence which contain more than eight clauses in our case) and compute 

the weighted mean of clause lengths (see e.g. Pelegrinová et al., 2021), we obtain 𝑅2 = 0.9649. 



we obtain 𝑏 = −0.309 and 𝑅2 = 0.9803, which is still a very good fit. We thus have a very clear in-

terpretation of the parameter 𝑎.14 As for parameter 𝑏, its linguistic interpretation remains an open ques-

tion. 

In both PDT and FIC treebanks, the decreasing tendency of the mean clause length can be observed. 

While the fit of function (2) remains very good (𝑅2 = 0.9739) for PDT, it is much worse (𝑅2 =
0.6148) for the data from the FicTree treebank. However, this is caused by an irregular behaviour of 

the mean clause length of the two highest values of sentence length, which occur with relatively low 

frequencies (moreover, the FicTree treebank is much smaller than PDT), and an overall decreasing 

tendency can be seen also in results from this treebank. 

The two treebanks differ also in the mean values of the shortest sentences (i.e. the ones containing 

only one clause). Most likely, it is a consequence of different sentence length distributions in the tree-

banks (the mean values are 1.97 for PDT and 2.11 for FicTree; see also relative frequencies of sentence 

lengths in Table 1). Longer sentences in FicTree are composed of shorter LDSs. We remind that the 

treebanks consist of journalistic texts (PDT) and fiction (FicTree), and that sentence length depends on 

genre (see e.g. Kelih et al., 2006; Xu and He, 2020). 

5 Conclusion 

The achieved results indicate that, at least tentatively, the LDS can be considered a meaningful linguistic 

unit which allows to model the MAL also on the level of syntax. The LDS avoids the problems fre-

quently encountered when one measures clause length in the number of words the clause contains.  

From the theoretical point of view, it is important that clause length measured in LDSs correspond with 

the capacity of short-term memory15, which is one of theoretical explanations of the MAL. Furthermore, 

we emphasize that the definition of the LDS takes into account both the linearity of language and the 

dependency syntactic structure. 

Naturally, this paper is only a pilot study, very limited in its scope, and data from many more typo-

logically diverse languages must be analysed before the LDS can establish itself firmly among more 

traditional language units. Specifically with respect to the MAL, also relations between lengths of 

clauses (in LDSs) and LDSs (in words) and between lengths of LDSs (in words) and words (in syllables 

or morphemes) must be investigated. In addition, if the LSD turns out to be a suitable linguistic unit, 

also its frequencies and its length are supposed to follow distribution laws which are commonly used to 

model these language properties (i.e. a Zipf-like distribution for LDS frequencies, and a Poisson-like 

distribution for LSD length, see e.g. Popescu et al., 2009, and Grzybek, 2006, respectively). 

Parameter values of the MAL in form of function (2) can probably be used in automatic text classi-

fication procedures, as they depend on sentence length, which, in turn, depends on genre. 

A possible correspondence between LDSs and dependency distance minimization deserves a closer 

inspection. While there is a strong evidence that words which are syntactically linked are close to each 

other also with respect to the linear order of the sentence (see e.g. Liu, 2008; Ferrer-i-Cancho and Liu, 

2014; Futrell et al., 2015), short sentences are quite likely not to follow this trend (Ferrer-i-Cancho and 

Gómez-Rodríguez, 2021). Although sentence length in these studies is expressed in the number of 

words (as opposed to clauses from our approach) they contain, we can suppose that short sentences 

mostly contain one or two clauses. The MAL predicts that clauses in short sentences are composed of 

relatively many LDSs, which means that there must be relatively many dependency distances with val-

ues more than one. The findings from Ferrer-i-Cancho and Gómez-Rodríguez (2021) and from this 

paper thus support each other. 

                                                 
14 The interpretation of parameter 𝑎 of the MAL in form (2) as the mean length of constituents of the shortest constructs is 

not specific to language units analysed in this paper – e.g. Kelih (2010) uses the same approach when investigating the relations 

between lengths of words and syllables.  
15 Miller (1956) claims that the capacity is roughly seven (although there are also other opinions). Clause length determined 

in the number of the LDSs only rarely exceeds this value, while clause length in words can be, naturally, (much) higher. 

Similarly, phrases used by Mačutek et al. (2017) contain more words than LDSs; in addition, the methodology from that paper 

allows to analyse only main clauses. 
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